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ABSTRACT 

 

Person re-identification(RE-ID) has played a significant role 

in the fields of image processing and computer vision be-

cause of its potential value in practical applications. Re-

searchers are striving to design new algorithms to improve 

the performance of RE-ID but ignore the advantages of ex-

isting approaches. In this paper, motivated by deep rein-

forcement learning, we propose a Deep Agent which can 

integrate existing algorithms and enable them to comple-

ment each other. Two Deep Agents are designed to integrate 

algorithms for data augmentation and feature extraction 

parts separately for RE-ID. Experiment results demonstrate 

that the integrated algorithms can achieve a better accuracy 

than using each one of them alone. 

 

Index Terms— Identification, Reinforcement learning, 

Deep Agent, Algorithm integration 

 

1. INTRODUCTION 

 

The goal of person re-identification is to match individuals 

who appear in different locations at different times in differ-

ent camera views that do not overlap. Due to the emergence 

of the large-scale multi-camera tracking systems and the 

tremendous amount of surveillance and monitoring data, it 

is challenging to track a person among camera networks by 

manual monitoring. Hence, an automatic and accurate RE-

ID (re-identification) system is required for public safety. 

However, matching people across cameras is intrinsically 

difficult [1, 2] due to the visual ambiguities: 

 

 Low resolution: Multi-camera networks cannot capture 

high resolution images or videos of humans mainly due 

to (1) the limitation of camera hardware and cost of 

camera systems and each human subject occupies only 

a small part of an image, (2) the uncontrollable dis-

tance between cameras and human subjects.  

 Arbitrary poses: Since the cameras in a public area are 

located in different locations with different views, and 

human's behaviors and direction of motion could be 

arbitrary, the poses of an individual captured by differ-

ent cameras are usually different. 

 Changing illumination: At different times and locations, 

the images' quality of cameras may be affected serious-

ly by lighting, shadow or weather conditions, so the 

appearance of an individual may vary due to the 

change in illumination. 

    In order to solve the RE-ID problems accompanying with 

difficulties above-mentioned, a lot of efforts have been 

made. These efforts mainly focus on three parts: data aug-

mentation, pedestrian description and similarity measure-

ment. But because of the visual ambiguities, the quality of 

probe and gallery images varies significantly among differ-

ent datasets. Therefore, one RE-ID algorithm that brings the 

best matching to a certain class of probe images may be 

inferior to others [3]. Figure 1 shows an example of match-

ing probe and gallery images with/without image random 

erasing [4] on Market-1501 dataset. The first column con-

tains two different samples of probe images. In gallery set 

part, top 10 ranking results are shown to evaluate the match-

ing accuracy. Gallery images marked in green are the cor-

rect matchings. The 1
st
 and 3

rd 
rows are with random erasing, 

while 2
nd 

and 4
th 

rows are without random erasing. This fig-

ure shows that random erasing algorithm works well for 

probe A but not works for probe B. 

 
Fig. 1. Example of probes and top 10 ranked results (green indi-

cates the correct matching, red indicates the wrong matching). 
 

    In this paper, instead of applying an algorithm for all im-

ages and RE-ID datasets, we propose a new Deep Agent 

which can integrate several algorithms. It can decide which 

algorithm should be applied to what kinds of images in a 
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dataset. In other words, the proposed Deep Agent builds a 

mapping mechanism that connects a probe image to an algo-

rithm which can help it in getting a correct match with a 

higher rate. The Deep Agent is motivated by deep rein-

forcement learning [5] which could learn a policy to adap-

tively select the best algorithm.  

 

2. RELATED WORK AND CONTRIBUTIONS 

 

The process of RE-ID can be divided into three parts: data 

augmentation, pedestrian description and similarity mea-

surement. For data augmentation, Zhong et al. [4] proposed 

a random erasing mechanism to enlarge the dataset and 

overcome the occlusion problems. McLaughlin et al. [6] 

addressed the issue of dataset bias and improved the cross-

dataset generalization by changing the image background. 

Apart from data augmentation, the focus of most of works 

has been along two directions: pedestrian description and 

similarity measurement. 

    Pedestrian description aims at extracting a set of robust 

features to describe a person's appearance and making it 

easier to distinguish from others. In early works, algorithms 

were designed to extract hand-crafted features as descriptors, 

such as color, texture and salient regions [7, 8, 9]. In recent 

years, many researchers have preferred deep learning for 

feature extraction because of its successful application for 

image classification. Yi et al. [10] employed the Siamese 

neural network, a symmetry structure with two sub-

networks which are connected by a cosine layer, to deter-

mine whether a pair of input images belong to the same per-

son. McLaughlin et al. [11] combined the Siamese neural 

network with recurrent convolutional neural network 

(RCNN) as a new architecture for video based person re-

identification. Cheng et al. [12] proposed a triplet frame-

work which uses three images as input. The three channels 

with the same network parameters extract features from 

three input images where two images are for the same per-

son and the third image is for a different person.  

    After getting features from an image, we need to measure 

the similarity between features to decide whether a feature 

pair represents the same person. Euclidean distance, cosine 

distance, correlation measurement could be used for measur-

ing the similarity. But due to the visual ambiguities among 

individuals, a mechanism is needed to keep all the feature 

vectors of the same person close together while pushing 

vectors from different person further apart. Motivated by 

this idea, lots of distance metric learning methods were pro-

posed. Koestinger et al. [13] introduced a metric learning 

method which is called KISSME. It defines the similarity 

between a pair of images based on a likelihood ratio test. 

The difference between two individuals is employed and 

difference space is assumed to be characterized by a zero 

mean Gaussian distribution. Finally, principal component 

analysis (PCA) was applied for dimensionality reduction. 

Shengcai et al. [14] proposed a cross-view quadratic discri-

minant analysis (XQDA) method for mapping the feature 

vectors in a subspace and reducing the dimension of feature 

vectors. 

    In this paper, we propose an algorithm integration frame-

work based on deep reinforcement learning which can au-

tomatically choose a proper algorithm for specific probe 

images in the dataset. We show both the competitive results 

and the improvements in accuracy of the proposed frame-

work for the RE-ID problem. 

 

3. TECHNICAL APPROACH 

 

3.1. Overview 

In RE-ID community, most of the researchers strive to de-

sign a better algorithm to improve the performance but ig-

nore the fact that a new algorithm usually cannot benefit all 

the images in a dataset (or across various datasets), and it 

may be even inferior to some classes of images. In this sec-

tion, we present how the proposed Deep Agent integrates 

algorithms by selecting a proper algorithm for each image. 

 

 

 
 

Fig. 2.  The system diagram for the Deep Agent RE-ID system 

 

    Figure 2 shows the framework of our system, the system 

is composed of four parts: data augmentation, feature ex-

traction, matching (similarity measurement) and the Deep 

Agent. 

 

3.2. Deep Agent 

The idea of Deep Agent is motivated by deep reinforcement 

learning [5, 15]. We utilize the main framework of rein-

forcement learning but make changes for solving RE-ID 

problems. 

Reinforcement learning is the algorithm that enables an 

agent to learn optimal behavior through trial and error inte-

raction with a dynamic environment [16]. More specifically, 

an agent tries different actions at each time step t to interact 

with the dynamic environment. After an action is done, the 

state of the agent will be changed. If the state after an action 

is better than the previous state, which means it executes a 

good action, then the agent will receive a positive reward. 

Otherwise, it will receive a negative reward. The goal of 

reinforcement learning is to maximize the total reward by 

operating a series of good actions. The Q function is the key 

to describe the reinforcement learning: 
 

𝑄𝑡+1 𝑠𝑡 , 𝑎𝑡 = 𝑄𝑡 𝑠𝑡 , 𝑎𝑡 +𝛼′. (𝑟𝑡+1 + 𝛾. 𝑚𝑎𝑥∀𝑎∈𝐴𝑄𝑡 𝑠𝑡+1, 𝑎𝑡  
                                  −𝑄𝑡 𝑠𝑡 , 𝑎𝑡 )                                                    (1) 
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    An experience tuple {s, 𝑎, r, st+1} is defined to summarize 

a single transition in the environment between two time 

steps. Parameter s is the agent's state at time t, 𝑎 is the action 

executed during transition, r is the reward, st+1 is the state 

after transition, 𝛼′ is the learning rate, 𝛾 is the discount fac-

tor of future rewards, A is the action set. The function above 

presents the principal idea about the expected maximal sum 

of rewards that an agent will get if it starts in an initial state 

and executes the optimal policy thereafter [15]. 

By the definition of reinforcement learning, state s, ac-

tion 𝑎 and reward r are the three most crucial components of 

an agent. Therefore, we need to design a set of experience 

tuple {s, 𝑎, r, st+1} for the RE-ID system. 

State: Since our goal is to design a Deep Agent to improve 

the RE-ID system, we need to select proper algorithms 

based on the state of each image. So, the state should be a 

representation of an image in the dataset. Taking the advan-

tage of deep learning of its successful application in image 

representation, we employ ResNet-50 network for feature 

extraction. The output of the network is a 2048 dimensional 

feature vector. 

Action: In this paper, we design two Deep Agents for algo-

rithm selection as two cases, separately. Each agent can se-

lect one proper algorithm for the probe image among two 

candidate algorithms. The first Deep Agent in case one is 

employed for deciding whether the image should be aug-

mented by random erasing. So, there are two actions the first 

agent can execute, do random erasing or not. The second 

Deep Agent in case two is for selecting a pre-trained deep 

network for feature extraction. The action to be chosen is 

ResNet-50 [25] or DenseNet-121 [26].  

Reward: The reward are calculated by the function (2): 

 

𝑟 =
1

𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 (1𝑠𝑡  𝑇𝑟𝑢𝑒  𝑀𝑎𝑡𝑐 ℎ𝑖𝑛𝑔 )
                          (2) 

 

    Training images are divided into 3 parts as 'training', 

'probe' and 'gallery' to train the Deep Agent. 'Probe' and 

'gallery' data are used for evaluating the trained neural net-

works. After evaluation, we can get the ranking results for 

each 'probe' images and its feature vectors. Based on the 

function (2), we find the position of the first true matching 

in ranking list and set the reciprocal of the position as the 

reward r.  

 

  
 

Fig. 3. Architecture of Deep Agent 

    The architecture of Deep Agent is shown in Figure 3. A 

pre-trained ResNet-50 is employed as the feature extractor. 

During training, we execute two different actions for every 

image and compare the rewards gained after executing the 

two actions. Deep Agent will label the action which results 

in more rewards as a good action. For each image, the 2048 

dimensional feature vector and its good action label will be 

fed into the final two fully connected layers to train the 

Deep Agent. Finally, the Deep Agent will have ability to 

predict the good action based on an input image's feature 

vector. 

 

3.2.1 Training: There are two parts in training. The first 

part is to train the Deep Agent. After preprocessing (see 

Section 4) the images, training data are split into three parts 

as 'training', 'probe' and 'gallery'. The 'training' images are 

fed into a pre-trained deep neural network for tuning para-

meters. To train one Deep Agent, we need to repeat training 

the network several times and each time with a different 

algorithm. The number of training times depends on how 

many algorithms we provide the Deep Agent for selection. 

For example, we provide the Deep Agent with two options 

in case one, do random erasing for data augmentation or not. 

So, the action set A = {random erasing, no random erasing}. 

We feed the neural network with original data at first time. 

For the second training time, we feed the network with data 

augmented by random erasing. Then, the 'probe' and 'gallery' 

images are used for evaluating training results twice and 

calculating the matching results and the rewards r based on 

equation (2). By comparing the rewards r for every probe 

image, we label the action which maximized the rewards as 

a good action. An arbitrary action is labeled if two rewards 

are the same. The recorded actions are ordered in the same 

sequence as the probe images, we call it action label list.  

Now, we have got two sets of probe images' feature vectors 

and choose one of them as its state. Finally, the probe's state 

and its corresponding action label list are fed into Deep 

Agent for training. The trained Deep Agent will enable to 

select the algorithm which can get more rewards for each 

probe image.  

    During the second part, we use the entire training data to 

train the network twice again, feeding data with random 

erasing during the first time, and feeding data without ran-

dom erasing in the second time, then new action set A is 

created for the testing stage. 

 

3.2.2 Testing: After the training stage, we will get one Deep 

Agent and two trained networks which are trained by ran-

dom erased data and trained by original data as two actions. 

The trained Deep Agent in testing stage could first predict 

which action will enable the probe image to get more re-

wards, then feeding the probe image into one of them, ran-

dom erased data network or the other one. So, the two 

trained networks will be integrated as one feature extractor 

for the dataset. The final result will be calculated by measur-

ing the similarity of the features of probe and gallery images. 
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4. EXPERIMENTAL RESULTS 

 

4.1. Dataset 

In this section we validate our approach with two different 

public benchmark datasets, Market-1501 [17] and Du-

keMTMC-reID [18]. The two datasets are chosen because 

they provide a large scale image data with sufficient labeled 

information. 

Market-1501 is an image-based RE-ID dataset with 32668 

labeled bounding boxes of 1501 identities captured by 6 

cameras in different viewpoints. Deformable Part Model 

(DPM) [19] is employed as the pedestrian detector. The 

dataset is split into two parts: 12936 images of 751 identities 

for training and 19732 images of 750 identities for testing. 

A subset which contains 3368 images of 750 identities from 

testing images is collected as a probe set to evaluate the RE-

ID matching result. 

DukeMTMC-reID is a large scale image-based RE-ID da-

taset which has been extracted from an 85-minute high reso-

lution video data taken by 8 different cameras. It contains 

16522 images of 702 identities for training, 2228 images of 

other 702 identities as probe set and 17661 images for gal-

lery set. 

Evaluation Criteria: In the experiment, we use cumulative 

match characteristic (CMC) [20] to evaluate our method, 

which validates the RE-ID accuracy by checking how many 

correct matches are there in the top n ranks. 

 

4.2.Experimental Setup 

The size of images are varying for both of the datasets. So, 

we resize all images to 256× 128 in data pre-processing 

stage. As shown in Figure 3, the Deep Agent consists of 2 

fully connected layers of 1024 dimension and a 2 dimen-

sional output layers. ReLU as the activation function is add-

ed between fully connected layers. The dropout rate is set to 

0.2. We choose a CNN model in [21] as the baseline RE-ID 

algorithm. During the first case, we train the Deep Agent for 

selecting random erasing or not and we use ResNet-50 as 

feature extractor. The learning rate is 0.01 and 0.1 for base 

layers and new fully connected layers, respectively. In the 

second case, we aim to train the Deep Agent for selecting 

feature extractors among ResNet-50 and DenseNet-121, 

they have the same parameters as above. In this case, we 

don't do any data augmentation. All the networks are trained 

for 60 epochs. We choose Euclidean distance to measure the 

similarity between probe and gallery images. 

 

4.3. Experimental Results on Market-1501 

We first evaluate our approach on Market-1501 dataset. 

Results of several related methods are shown in Table 1. 

Our Deep Agent in case one integrates the Baseline + Res. 

(87.3%) and Baseline + Res. + Er (88.9%) and gets 91.1% 

recognition rate. The Deep Agent in case two gets 89.0% 

recognition rate by integrating ResNet-50 (87.3%) with 

DenseNet-121 (88.7%). So, both Deep Agents outperform 

the other state-of-the-art RE-ID algorithms in Table 1.  

Methods Rank 1 Rank 5 Rank 10 

LSRO [18] 88.4 - - 

SVDNet [23] 82.3 92.3 95.2 

SVDNet + Er. + Re. [22] 89.1 - - 

PAN [24] 82.8 93.5 - 

Baseline + Res. [21] 87.3 95.0 97.0 

Baseline + Res. + Er. [4] 88.9 96.1 97.4 

Baseline + Dense. [21] 88.7 96.2 97.8 

Ours 1 91.1 95.2 96.5 

Ours 2 89.0 95.9 97.1 

Table 1. The comparison of the top ranked recognition rates (%) on 

Market-1501 dataset. Er.: random erasing [4], Re.: re-rank [22], 

Res: ResNet-50, Dense: DenseNet-121. Ours 1: the Deep Agent in 

case one that integrates two ResNet-50 which are trained with and 

without random erasing. Ours 2: the Deep Agent in case two that 

integrates ResNet-50 and DenseNet-121. 

 

4.4. Experimental Results on DukeMTMC-reID 

Table 2 shows the experiment results on DukeMTMC-reID 

dataset. We achieve 67.0% rank-1 recognition rate in the 

first case and 67.2% rank-1 recognition rate in the second 

case. The accuracy is lower than other related state-of-the-

art algorithms, but we still get a consistent improvement as 

compared to the baseline algorithms that we integrate. From 

the results, we can get that the accuracy of the Deep Agent 

depends heavily on the baseline's accuracy. 

 

Methods Rank 1 Rank 5 Rank 10 

LSRO [18] 67.6 - - 

SVDNet [23] 76.7 86.4 89.9 

SVDNet + Er. + Re. [22] 84.0 - - 

PAN [24] 71.5 83.8 - 

Baseline + Res. [21] 65.7 80.6 86.2 

Baseline + Res. + Er. [4] 65.3 80.5 85.6 

Baseline + Dense. [21] 64.5 78.9 84.1 

Ours 1 67.0 83.7 86.5 

Ours 2 67.2 82.6 87.7 

Table 2. The comparison of the top ranked recognition rates (%) on 

DukeMTMC-reID dataset. The name explanations are same as 

Table 1. 

 

5. CONCLUSIONS 

 

In this paper, we proposed a Deep Agent, an algorithm inte-

gration approach for person re-identification. We take ad-

vantage of the synergetic contribution of integrating mul-

tiple RE-ID methods and design a new framework for inte-

grating data augmentation or feature extraction algorithms. 

Based on the principle of deep reinforcement learning, the 

Deep Agent can adaptively select the algorithms depending 

on the different probe images. The experiment results show 

that our Deep Agent can achieve a competitive recognition 

rate with respect to the previous work. 
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