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Abstract

Video-based face recognition has received significant at-

tention in the past few years. However, the facial images

in a video sequence acquired from a distance are usually

small in size and their visual quality is low. Enhancing low-

resolution (LR) facial images from a video sequence is of

importance for performing face recognition. Registration is

a critical step in super-resolution (SR) of facial images from

a video which requires precise pose alignment and illumi-

nation normalization. Unlike traditional approaches that

perform tracking for each frame before using a SR method,

in this paper, we present an incremental super-resolution

technique in which SR and tracking are linked together in

a closed-loop system. An incoming video frame is first reg-

istered in pose and normalized for illumination, and then

combined with the existing super-resolved texture. This

super-resolved texture, in turn, is used to improve the es-

timate of illumination and motion parameters for the next

frame. This process passes on the benefits of the SR result to

the tracking module and allows the entire system to reach its

potential. We show results on a low-resolution facial video.

We demonstrate a significant improvement in face recogni-

tion rates with the super-resolved images over the images

without super-resolution.

1. Introduction

There is a growing interest in face recognition and iden-

tification for surveillance systems, information security, and

access control applications. In many of the above scenarios,

the distance between the objects and the cameras is quite

large, which usually makes the quality of the video low and

face images small in size. In fact, Zhao et al. [14] iden-

tify low resolution as one of the challenges in video-based

face recognition. To overcome this problem, enhancement

of low-resolution (LR) images in a video sequence has been

studied by many researchers in the past decades [2, 6].

Super-resolution (SR) is the process of using single or

multiple LR images to form a high-resolution image. SR re-

construction is one of the most difficult and ill-posed image

processing problems due to the need for accurate alignment

between multiple images and the possibility of multiple so-

lutions for a given set of images. Traditional approaches

in this area first complete the tracking of objects for each

frame, which is then followed by a SR method. This process

does not pass on the benefits of the SR result to the track-

ing module and prevents the entire system from reaching its

potential. However, small size images make the recogni-

tion task difficult in real world applications and affect the

accuracy of face tracking [14]. In this paper, we present

an incremental super-resolution technique in which SR and

tracking are linked together in a closed-loop system. The

fed-back super-resolved texture improves the accuracy of

pose and illumination estimation, which in turn improves

the SR result in subsequent frames. To distinguish from our

closed-loop framework, we name the traditional registration

and SR approaches as open-loop approaches. In open-loop

approaches, only one LR image is used as a reference tem-

plate to track through the image sequence. This reference

template does not use all the available information from the

SR results. This approach may run into difficulties espe-

cially when there is a larger pose change between the refer-

ence template and the current image.

Unlike a traditional approach which treats registration

and SR steps separately, our approach feeds the super-

resolved 3D facial texture back to the tracking algorithm,

thus increasing the overall quality of tracking and incre-

mentally super-resolving the texture over time. For real-

time surveillance video applications, the SR algorithm is

expected to work on a continuous video where tracking

through the sequence is an inevitable step for SR. Unlike

current research, we propose a framework where pose and

illumination invariant tracking and super-resolution are car-

ried out in a closed-loop. There are several advantages of

our proposed closed-loop approach:

1. The fed-back super-resolved texture improves the ac-

curacy of tracking for incoming LR frames.
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2. The more accurate tracking, in turn, improves the out-

put of the SR algorithm to generate better SR texture.

3. Most of the traditional approaches extract SR frames

using a “sliding window” of LR frames [6] with re-

spect to the reference frame. Our approach updates

the super-resolved texture by combining the existing

super-resolved texture with incoming frames after suit-

able pose and illumination normalization. This leads

to the generation of SR images from videos with large

pose and illumination changes.

Using the super-resolved images, we provide various exper-

imental results for face recognition under changing pose,

illumination and distance to the subject in a video and com-

pare them with other published results on a video database

of 45 people.

2. Technical Approach

Our goal is to build a 3D face texture from a video se-

quence of facial images of a person. The 3D texture is even-

tually used for face recognition. More specifically, the input

to our system is a sequence of N LR facial images {I lr
1

,...,

I
lr

N
} and the output is the sequence of N super-resolved 3D

face textures {X1,..., XN}.
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Figure 1. Block diagram of closed-loop super resolution approach.

2.1. Closed Loop Super­resolution

As uncooperative subjects, people might move their head

leading to variation in the pose of their face. Addition-

ally, as the environment is uncontrolled when videos are

captured, illumination of the face might change. Any face

image super-resolution technique has to account for these

variations.

The change of the pose can be estimated through a dense

optical flow [1] [7] [15] or as a parametric transformation

[9]. In order to achieve a more accurate alignment, a hi-

erarchical coarse-to-fine representation [4] can be also em-

ployed. In our implementation, approach which estimates

pose as well as illumination [11] is used.

After compensation, the image information is used to

obtain the super-resolved 3D texture by recursively com-

bining it with the existing texture. Iterative back-projection

(IBP) [8] is adopted and extended for 3D texture to achieve

this. A generic 3D model of the face [5] is used in both the

steps. This super-resolution process is illustrated in figure

1.

Initialization: Register the generic 3D face model with

frame 1 of the video and map the initial face texture

onto the 3D model. Now we assume that, for the last

frame (n−1), the estimates for translation T̂n−1, rota-

tion Ω̂n−1, illumination l̂n−1 and super-resolved tex-

ture Xn−1 are available.

Step 1: For current frame n, estimate the pose and illumi-

nation T̂n, Ω̂n and l̂n with [11].

Step 2: Compute updated super-resolved 3D texture Xn

from current LR image I
lr
n

and super-resolved

textureXn−1 with IBP.

Step 3: Feed the super-resolved texture Xn computed at

Step 2 to the tracking algorithm.

Step 4: If n < N − 1, set n = n+ 1 and go to Step 1.

Step 5: Terminate the process.

During the tracking step, the previous super-resolved

texture Xn−1 is used to estimate the pose and illumina-

tion of the current input frame I
lr
n

. In turn, the estimated

pose and illumination are passed to the SR step for refining

the texture at nth frame. This process continues for the en-

tire video, improving the super-resolved 3D facial texture as

new frames come in. An in depth description of the closed

loop super resolution algorithm can be found in [13].

2.2. Approach for Recognition

The final super-resolved 3D texture is used as the iden-

tity of the gallery. The block diagram of our designed clas-

sification system is shown in figure 3. Once a probe video

sequence is input to our system, it is super-resolved to get

the super-resolved texture simultaneously with an estimate

of motion and illumination parameters. Given the estimated

motion and illumination parameters, we then render the

probe SR images from the super-resolved testing texture.

In order to compare it with the gallery, we render the super-

resolved texture from the gallery to SR images using the

estimated motion and illumination of the probe sequence.

We then design a metric to compare the rendered testing

and training SR images. Since our recognition experiments

are based on a video, a metric should be designed to use

as much information provided by the video as possible and

robust to outliers. Moreover, there might be drift in esti-

mation of motion and illumination and noise from render-

ing images from the SR texture. We use a majority vote

scheme in our recognition system to meet these require-

ments. Let Ii, i = 1, ..., N be the ith SR frames from probe
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Figure 2. Super-resolution results for synthetic video with ground

truth poses. The first row shows the original LR frames and the

second row shows the bicubic interpolated ones. Reconstructed

SR images are shown in the third row. The last row shows pose

and illumination normalized reconstructed SR images with respect

to the middle (3rd) input LR image in the first row.

sequence consisting of N frames. Let Trij , j = 1, ...M be

ith SR frame rendered from the jth super-resolved gallery

texture where M is the total number of individuals in the

gallery. We use squared difference to calculate the distance

between Ii and Trij [3]. For each frame in probe sequence,

we choose the identity as the individual with the smallest

distance in the gallery. Then we take the majority vote on

these N frames to obtain the identity of the probe sequence.

3. Experimental Results

We carry out a number of experiments to demonstrate

the recognition performance with our closed-loop super-

resolution approach.

3.1. Data

We use the database in [12] that consists of videos of

57 people. In this database each person was asked to

move his/her head freely in the recording environment. A

consumer-grade digital camera was fixed and a 5 minute

video sequence in the environment was recorded for each

person. There were various lighting sources such as ceiling

lights, lights from the back of the heads and sunlight from

a window on the left side of the face and they were chang-

ing randomly during the recording period which spanned

several days. In order to show the effectiveness of our ap-

proach in improving recognition rate on a video, we also

perform face recognition using our SR videos and com-

pare the recognition results with LR videos. Since some

of the videos are short in duration, we only use video se-
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Figure 3. The block diagram of our classification system.

quences for 45 people as our training and testing datasets.

In these videos, the average size of the face is about 70×70
with minimum size at 50 × 50. We down-sample and blur

these videos into LR videos with average size of the face at

25 × 25. The sample images for part of the data are shown

in figure 4.

For each person, we separate the video into two parts: a

training video and a testing video. The training video starts

from a frame close to the frontal pose and lasts to the frame

that is about 60 degrees from frontal. The testing video is

chosen about 2 minutes away from the training one, pre-

venting any overlap with the training video. The 3D model

is registered with the first frame for both training and testing

videos manually and is used to track the face in the video

sequence automatically. In our experiments, each training

sequence and test sequence consists of 60 frames. In figure

4, each row presents the sample images of training and test-

ing data for one person. We show four images each for both

training and testing sets with the first image being near to

the frontal pose and the last image being 60 degrees from

the frontal pose.

3.2. Super­resolution Results

Figure 5 shows some examples of original input LR im-

ages and the corresponding SR images. The odd rows rep-

resent the original LR images. The corresponding SR im-

ages with the same pose and illumination as the LR ones
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Training Testing 

Figure 4. Sample frames of training and testing data used for

super-resolution and face recognition in this paper.

are shown in the even rows. The last two columns show

LR and SR images for the testing set, while the first five

columns contain LR and SR images from the training set.

The images for the training set are in the same order as in

the original video. Figure 6 shows the SR images for all

47 people at frontal pose rendered from 3D textures super-

resolved by our approach.

3.3. Experiment Setup and Results

As shown in figure 4, the pose is varying from frontal to

side with people looking in different directions and illumi-

nation is changing randomly. We design three experiments

by selecting testing sequences at different poses as follows.

• Experiment A: The probe video sequence consists of

frames with average pose being 15 degrees from the

frontal pose.

• Experiment B: The probe video sequence consists of

frames with average pose being 30 degrees from the

frontal pose.

Figure 5. Some samples of input LR images ( under changing pose

and illumination ) compared with SR ones. The odd number of

rows show the input LR images and the even number of rows show

the SR ones.

• Experiment C: The probe video sequence consists of

frames with average pose being 45 degrees from the

frontal pose.

To perform recognition on the LR video sequence, we

use the same training and testing sets as those used in the

SR video. For the training videos, instead of using the SR

texture, we only map a frontal face image for each indi-

vidual to a 3D generic model as the gallery identity. In the

testing step, each probe video is tracked using the open-loop

approach. After acquiring the motion and illumination es-

timates, we use the same procedure as the one used for SR

video to perform recognition.

Figure 7 shows the Cumulative Match Characteristic

(CMC) [14][10] curves for our SR video and the original

LR video. This figure clearly shows the improvement and

effectiveness of the proposed SR algorithm for face recog-

nition compared to the original LR video for experiments

A-C. The recognition rate with SR video sequence at 15 de-

grees is 95.56% while the recognition rate for original LR

video is 80%. For experiments B and C, we achieve recog-

nition rates at 91.11% and 86.67% respectively using SR

video. The recognition rates for experiments B and C using

the original LR video are 71.11% and 60%, respectively.

4442



 

 

 

   

 

 

1 2 3 4 

5 6 7 8 

9 10 11 12 

13 14 15 16 

17 18 19
 10  

20 

21 22 23 24 

 

 

 

     

 

 
 

25 26 27 28 

29 30 31 32 

33 34 35 36 

37 38 39 40 

41 42 43 44 

45 

Figure 6. SR image of testing data. The number under each image represents the identity of the person.
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Figure 7. CMC curve for Experiments A-C for SR video Vs. LR
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The recognition rate using the SR video generated by our

proposed algorithm outperforms the LR video in all these

experiments. Especially, for the video sequences that are

far away from the frontal pose such as in experiment C, our

SR video shows the improvement of 26.67% in recognition.

This improvement verifies the effectiveness and importance

of the proposed approach to tackle the challenge brought

by low-resolution videos which are widely used in surveil-

lance applications. Irrespective of the illumination changes,

the lower recognition rate of experiment C for the LR video

is partly due to the size of the face which affects the recog-

nition rate as shown in [14]. In addition to the size of the

face, the more important factor leading to the lower recog-

nition rate is that the tracking is lost when there is a large

pose difference between the face mapped as texture for 3D

generic model and the face in the test sequence. In this case,

traditional open-loop approach is used for tracking the se-

quence, the inaccurate tracking is expected due to the large

pose change. During testing, the synthesized SR images are

distorted because of the inaccurate or lost tracking.

We show example of failures (Figures 8-9) in recogni-

tion using SR video. In figure 8, person 1 is identified as
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Figure 8. Two failure frames from testing data for recognition us-

ing SR texture in experiment A. (a) shows the images rendered

from testing SR texture with ID number. (b) shows the images

rendered from training SR texture of the same ID as testing. (c)

shows the image from training SR texture of the classified ID.

Figure 9. Four failure frames from testing separated by dotted lines

for recognition using SR texture in experiment B. (a) shows the im-

age rendered from testing SR texture with ID number. (b) shows

the image rendered from training SR texture of the same ID as test-

ing. (c) shows the image from training SR texture of the classified

ID.

person 15 as shown in the first row. We find that the right

part of the face rendered from the training SR texture is dis-

torted as shown in the middle image of the first row. The

reason for this distortion is that the motion estimates for

the last few frames slightly drift in this training sequence.

Since we use a generic 3D model instead of a true 3D shape

for a specific person in our approach, this generic model

does not fully reflect the 3D shape of a specific face. When

there is a large change in pose, it is possible that the mo-

tion estimation is not accurate as seen in this example. The

reason for the second failure (second row) in this figure is

the error in initialization which registers the 3D model with

the first frame. We find that the registration for the train-

ing sequence is slightly different from that of the testing

sequence. From the first two images in the second exam-

ple (second row) in figure 8, we find that the second image

turns slightly right compared with the first image. These

two failures also happen in experiments B and C. In figure

9, person 6 is identified as 34. As compared with other SR

images, the resolution of this SR is lower as shown in fig-

ure 6. Again, the right part of SR image of person 10 from

training is distorted which causes the misclassification.
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Figure 10. Recognition rates vs. the length of video used for SR.

3.4. Recognition Results vs. Length of Input Video

We have performed face recognition experiments using

SR video that is super-resolved by different length of in-

coming LR video. The recognition results vs. the num-

ber of frames for super-resolving the texture is shown in

figure 10. When only one frame is used for recognition,

this is the situation in recognition using LR video with the

recognition rates at 80%, 71.11% and 60% for experiments

A, B and C, respectively. When 20 input frames are used

for super-resolving the texture, the recognition rate reaches

86%, 77.78% and 62.22% for experiments A, B and C,

respectively. For experiment A, after the number of in-

put frames has increased to 25 the recognition performance

reaches 93.33% and remains the same until the number of

input images reaches 40, when the recognition rate satu-

rates at 95.56% and remains the same for a larger number

of input images. Since the probe sequence used for experi-

ment A is comprised of the images that are within 15◦ from

frontal face, this demonstrates that at least 25 input images

are needed to acquire a good quality SR image. The signif-

icant rise for experiment B happens at frame 35 obtaining a

recognition rate 88.89%. For experiment C, as the average

pose of the testing sequence is within 45◦ from the frontal

pose the first 35 input images have less impact in increas-

ing the recognition rate compared with the frames after the

first 35. This demonstrates the effectiveness of our approach

in integrating information through video sequence for face

recognition task.
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Table 1. Comparison of recognition rates (in %) of high-resolution

video [12] (70×70), super-resolved video (70×70), and low-

resolution video (25×25).

Experiments A B C

Super-resolved video 95.12 91.11 86.67

Low-resolution video 80 71.11 60

High-resolution video [12] 100 95 93

3.5. Comparison with Another Approach

In [12], it is reported that the recognition rates using the

original high-resolution video are 100%, 95% and 93% for

experiments A, B and C. We show the comparison of recog-

nition rates on the original high-resolution video, our super-

resolved SR video and the LR video in Table 1. From table

1 , the recognition results using all the three video sets have

the same trend for recognition rates as in this paper.

4. Conclusions

In this paper, we proposed a closed-loop system to super-

resolve the 3D facial texture under various poses and arbi-

trary illumination conditions. Experimental results for face

recognition indicate the effectiveness of our approach in im-

proving face recognition performance using SR videos in-

stead of LR ones. We carry out voting based on the indi-

vidual recognition results from each frame as we perform

recognition on a super-resolved video. For experiment C,

the average pose of the video sequence is 45 degrees away

from frontal pose. The significant improvement on face

recognition rate of experiment C using SR video against LR

ones verifies the proposed SR approach is of importance in

real applications whenever there is a large pose change in a

video. To investigate how the length of a video affects the

quality of a SR image, we super-resolve the SR videos us-

ing different lengths of video and show the comparisons of

face recognition rates using these SR videos.

The human face is a non-rigid object. Super-resolution

from facial images may suffer from facial expression varia-

tion and non-rigid complex motions. Global registration on

facial image with expression changes is not accurate enough

to recover the local motion information. In the future, we

will study the non-rigid characteristics of the human face

and super-resolve facial texture with the compensation of

local tracking.
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