Performance Evaluation and Prediction for 3D Ear Recognition
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Abstract. Existing ear recognition approaches do not give theoretical or experimental performance prediction. Therefore, the discriminating power of ear biometric for human identification cannot be evaluated. This paper addresses two interrelated problems: (a) proposes an integrated local descriptor for representation to recognize human ears in 3D. Comparing local surface descriptors between a test and a model image, an initial correspondence of local surface patches is established and then filtered using simple geometric constraints. The performance of the proposed ear recognition system is evaluated on a real range image database of 52 subjects. (b) A binomial model is also presented to predict the ear recognition performance. Match and non-matched distances obtained from the database of 52 subjects are used to estimate the distributions. By modeling cumulative match characteristic (CMC) curve as a binomial distribution, the ear recognition performance can be predicted on a larger gallery.

1 Introduction

Ear is a viable new class of biometrics since the ear has desirable properties such as universality, uniqueness and permanence [1]. For example, ear is rich in features; it is a stable structure which does not change with the age; it doesn’t change its shape with facial expressions, cosmetics and hair styles. Although it has above advantages over other biometrics, it has received little attention compared to other popular biometrics such as face, fingerprint and gait.

In recent years, some approaches have been developed for the ear recognition from 2D images. Burge and Burger [2] proposed an adjacency graph, which is built from the Voronoi diagram of the ear’s edge segments, to describe the ear. Ear recognition is done by subgraph matching. Hurley et al. [3] applied force field transform to ear images and wells and channels are shown to be invariant to affine transformations. Chang et al. [4] used principal component analysis (PCA) to ear images. All of these works for ear recognition have used 2D intensity images and therefore the performance of their systems is greatly affected by imaging conditions such as lighting and shadow. However currently available range sensors can directly provide us 3D geometric information which is insensitive to above imaging problems. Therefore, it is desirable to design a human ear recognition system from 3D side face images obtained at a distance. In fact, different methods to design biometrics system based on 3D data have been addressed [5–10].
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In this paper, we first introduce an integrated local surface descriptor for 3D ear representation. A local surface descriptor is defined by a centroid, its surface type and 2D histogram. The 2D histogram consists of shape indexes, calculated from principal curvatures, and angles between the normal of reference point and that of its neighbors. The local surface descriptors are calculated only for the feature points which are defined as the local minimum and maximum of shape indexes. By comparison of local surface descriptors between a test and a model image, correspondences of local surface patches are established and then filtered using simple geometric constraints. The initial transformation is estimated based on the corresponding surface patches and applied to randomly selected locations of model ears. Iterative closest point (ICP) algorithm [18] iteratively refines the transformation to bring model ears and test ear into best alignment. The root mean square (RMS) registration error is used as the matching error criterion.

Next, a binomial model is presented to predict the proposed ear recognition performance. We calculate the RMS registration errors between 3D ears in the probe set with 3D ears in the gallery. RMS errors are used as matching distances to estimate the distribution of match and non-match distances. Then the cumulative match characteristic (CMC) curve is modeled by a binomial distribution and the probability that the match score is within rank \( r \) can be calculated. Using this model we can predict ear recognition performance for a large gallery.

2 Technical Approach

2.1 Feature Extraction

In our approach, feature points are defined as local minimum and maximum of shape indexes, which can be calculated from principal curvatures. In order to estimate curvatures, we fit a quadratic surface \( f(x, y) = ax^2 + by^2 + cxy + dx + ey + f \) to a local window and use the least square method to estimate the parameters of the quadratic surface, and then use differential geometry to calculate the surface normal, Gaussian and mean curvatures and principal curvatures [19].

Shape index \( (S_i) \), a quantitative measure of the shape of a surface at a point \( p_i \), is defined by (1) where \( k_1 \) and \( k_2 \) are maximum and minimum principal curvatures respectively. With this definition, all shapes are mapped into the interval \([0, 1] \) [20].
\[ S_i(p) = \frac{1}{2} - \frac{1}{\pi} \tan^{-1} \frac{k_1(p) + k_2(p)}{k_1(p) - k_2(p)} \]

Within a \( w \times w \) window, the center point is marked as a feature point if its shape index is higher or lower than those of its neighbors.

### 2.2 Local Surface Patches

We define a "local surface patch" as the region consisting of a feature point \( P \) and its neighbors \( N \). The neighbors should satisfy these two conditions,

\[ N = \{ \text{pixels} \mid ||N - P|| \leq \varepsilon_1 \} \]

and \( \cos(n_p \cdot n_n < A) \),

where \( n_p \) and \( n_n \) are the surface normal vectors at point \( P \) and \( N \). The two parameters \( \varepsilon_1 \) and \( A \) are important since they determine how the local surface patch is resistant to clutter and occlusion. Johnson [21] discussed the choices for the two parameters. For every local surface patch, we compute the shape indexes and normal angles between point \( P \) and its neighbors. Then we can form a 2D histogram. One axis of this histogram is the shape index which is in the range \([0,1]\); the other is the dot product of surface normal vectors at \( P \) and \( N \) which is in the range \([-1,1]\). In order to reduce the effect of the noise, we use bilinear interpolation when we calculate the 2D histogram.

We also compute the centroid of local surface patches. We classify surface shape of the local surface patch into three types: concave, saddle and convex based on shape index value of the feature point. The shape index range and its corresponding surface type are listed in Table 1 [22]. Note that a feature point and the centroid of a patch may not coincide.

<table>
<thead>
<tr>
<th>Type tag (Tp)</th>
<th>( S_i ) range</th>
<th>Surface type</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>([0,5/16])</td>
<td>Concave</td>
</tr>
<tr>
<td>1</td>
<td>([5/16,11/16])</td>
<td>Saddle</td>
</tr>
<tr>
<td>2</td>
<td>([11/16,1])</td>
<td>Convex</td>
</tr>
</tbody>
</table>

In summary, every local surface patch is described by a 2D histogram, surface type and the centroid. The local surface patch encodes the geometric information of a local surface.

### 2.3 Off-Line Model Building

Considering the uncertainty of location of a feature point, we repeat the above process to calculate descriptor of local surface patches for neighbors of feature point \( P \) and save these descriptions into the model database. For each model object, we repeat the same process to build the model database.
2.4 Surface Matching

**Comparing Local Surface Patches.** Given a test range image, we repeat the above steps and get local surface patches. Considering the inaccuracy of feature points' location, we also extract local surface patches from neighbors of feature points. Then we compare them with all of the local surface patches saved in the model database. This comparison is based on the surface type and histogram dissimilarity. Since histogram can be thought of as an approximation of probability distributed function, we use statistical method to assess the dissimilarity between two probability distributions. The $\chi^2$ - divergence is among the most prominent divergence used in statistics to assess the dissimilarity between two probability density functions. We use it to measure the dissimilarity between two observed histograms $Q$ and $V$, which is defined by (3) [23].

$$
\chi^2(Q, V) = \sum_i \frac{(q_i - v_i)^2}{q_i + v_i}
$$

(3)

Figure 1 shows an experimental validation that the local surface patch has the discriminative power to distinguish shapes. We do experiments under three cases. 1) a local surface patch (Lsp1) generated for an ear is compared to another local surface patch (Lsp2) corresponding to the same physical area of the same ear imaged at different viewpoints; a low dissimilarity exists. 2) The Lsp1 is compared to Lsp3 which lies in different area of the same ear; the dissimilarity is high. 3) The Lsp1 is compared to Lsp4 which lies in the similar area as the Lsp 1 but not the same ear, there exists a higher dissimilarity than the first case. The experimental results suggest that the local surface patch can be used for differentiation between ears. Table 2 lists the comparison results.

![Figure 1: Experimental validation of discriminatory power of Local Surface Patches](image)

Fig. 1. Experimental validation of discriminatory power of Local Surface Patches
Table 2. Comparison results of local surface patches

<table>
<thead>
<tr>
<th>Surface Type</th>
<th>Lsp1</th>
<th>Lsp2</th>
<th>Lsp3</th>
<th>Lsp4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tp=0</td>
<td>Tp=0</td>
<td>Tp=2</td>
<td>Tp=1</td>
<td></td>
</tr>
<tr>
<td>$\chi^2$ - divergence</td>
<td>$\chi^2(Lsp1, Lsp2)$</td>
<td>$\chi^2(Lsp1, Lsp3)$</td>
<td>$\chi^2(Lsp1, Lsp4)$</td>
<td></td>
</tr>
<tr>
<td>0.479</td>
<td>1.99</td>
<td></td>
<td>0.984</td>
<td></td>
</tr>
</tbody>
</table>

**Grouping Corresponding Pairs of Local Surface Patch.** For every local surface patch from the test ear, we choose the local surface patch from the database with minimum dissimilarity and the same surface type as the possible corresponding patch. We filter the possible corresponding pairs based on the geometric constraints given below.

$$d_{C_1,C_2} = |d_{S_1,S_2} - d_{M_1,M_2}| < \epsilon_2,$$

(4)

where $d_{S_1,S_2}$ and $d_{M_1,M_2}$ are Euclidean distance between centroids of two surface patches. For two correspondences $C_1 = \{S_1, M_1\}$ and $C_2 = \{S_2, M_2\}$ where $S$ means test surface patch and $M$ means model surface patch, they should satisfy (4) if they are consistent corresponding pairs. Thus, we use geometric constraints to partition the potential corresponding pairs into different groups. The largest group would more likely to be the true corresponding pair.

Given a list of corresponding pairs $L = \{C_1, C_2, \ldots, C_n\}$, the grouping procedure for every pair in the list is as follows: Initialize each pair of a group. For every group, add other pairs to it if they satisfy (4). Repeat the same procedure for every group. Select the group which has the largest size.

**Aligning Model Ears with Test Ears.** We estimate the initial rigid transformation based on the corresponding local surface patches using quaternion representation [24]. Starting with the initial transformation, Iterative closest point (ICP) algorithm [18] is run to refine the transformation by minimizing the distance between the control points of the model ear and their closest points of the test ear. Since the ear is assumed to be in the center of the image, the control points are selected around the center of the image. Every time the control points are randomly selected from model ears and ICP is applied to those points. We repeat the same procedure several times and choose the minimum RMS error as the final result.

### 2.5 Prediction Model

The mathematical prediction model is based on the distribution of match and non-match scores [11]. We use $m(x)$ and $n(x)$ to denote the distributions of match and non-match scores. If the similarity score is higher, the match is closer. The error occurs when any given match score is less than any of the non-match scores. The probability that the non-match score is greater than or equal to the match score $x$ is $NS(x)$ computed by (5).

$$NS(x) = \int_x^\infty n(s)ds$$

(5)
The probability that the match score $x$ has rank $r$ exactly, is given by the binomial probability distribution:

$$C_{r-1}^{N-1}(1 - NS(x))^{N-r}NS(x)^{r-1}$$

(6)

By integrating over all the match scores, we get

$$\int_{-\infty}^{\infty} C_{r-1}^{N-1}(1 - NS(x))^{N-r}NS(x)^{r-1}ms(x)dx$$

(7)

In theory the match scores can be any value within $(-\infty, \infty)$. Therefore the probability that the match score is within rank $r$, which is definition of a CMC curve, is

$$P(N, r) = \sum_{i=1}^{r} \int_{-\infty}^{\infty} C_{i-1}^{N-1}(1 - NS(x))^{N-i}NS(x)^{i-1}ms(x)dx$$

(8)

In above equations $N$ is the size of large population whose performance needs to be estimated. Here we assume that the match score and non-match score are independent and the match and non-match score distributions are the same for all the persons. The small size gallery is used to estimate distributions of $ms(x)$ and $ns(x)$.

For the ear recognition case, every 3D ear in the probe set is matched to every 3D ear in the gallery and the RMS registration error is calculated using the procedure described in Section 2.4. The RMS registration error is used as matching error criterion. In our case, the matching error is smaller, the match is closer. In order to use the above prediction model, we modify the equations accordingly.

3 Experimental Results

3.1 Data Acquisition

We use real range data acquired using Minolta Vivid 300. The range image contains $200 \times 200$ grid points and each grid point has a 3D coordinate $(x, y, z)$. There are 52 subjects in our database and every subject has two left side face range images taken at different viewpoints. The ears are manually extracted from side face images. The data is split into model and test sets. Each set has 52 ears. The extracted model ears and corresponding test ears are shown in Figure 2 and Figure 3 respectively.

![Fig. 2. 3D model ears shown as gray scale images](image-url)
3.2 Performance Evaluation

To test the proposed system’s performance, we add Gaussian noise to the test scans along the viewing direction (Z-axis). The standard deviation of Gaussian noise we add depends on the mesh resolution of test scans. However, the mesh resolution is not well defined. We use the Johnson’s definition [21] “Mesh resolution is defined as the median of all edge lengths in a mesh”. Given a test range image, we triangulate it and get a triangular mesh. Then we calculate the median of all edge lengths in the mesh. The average median calculated from test scans is about 1.25 mm. We add Gaussian noise with $\sigma = 0.6 \text{mm}$ and $\sigma = 1.0 \text{mm}$ to test scans. Therefore, we have three probe sets: one probe set has no added Gaussian noise; the second probe set has Gaussian noise $N(0, \sigma = 0.6 \text{mm})$; the third probe set has Gaussian noise $N(0, \sigma = 1.0 \text{mm})$. Examples of one test scan corrupted with Gaussian noise are shown in Figure 4.

The CMC curve is used to evaluate the system’s recognition performance. The rank-1, rank-2 and rank-3 recognition rates for three probe sets are listed in Table 3. The verification performance results are given by the receiver operating characteristic (ROC)

<table>
<thead>
<tr>
<th>Table 3. Recognition results for three probe sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probe set</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>No added noise</td>
</tr>
<tr>
<td>$N(0, \sigma = 0.6 \text{mm})$</td>
</tr>
<tr>
<td>$N(0, \sigma = 1.0 \text{mm})$</td>
</tr>
</tbody>
</table>
curve which is defined as the plot of genuine acceptance rate against false acceptance rate. Figure 5 shows the ROC curves for three probe sets. From Table 3 and Figure 5, we can see that the performance of the proposed system degrades as the scene noise increases. It’s reasonable since Gaussian noise corrupts the surface normals and shape index resulting in the corruption of the local surface patch representation.

3.3 Prediction Results

Every 3D scan in three probe sets is matched to every 3D ear in the gallery and the RMS registration error is calculated using the procedure described in Section 2.4. The RMS registration error is used as the matching distance. Therefore, we obtain 52 true-match distances and 2652 non-match distances for every probe set. The matching distance distribution for true-match and non-match for three probe sets are shown in Figure 6. Based on the distributions, we can predict CMC curve $P(N, r)$ where $r = 1, 2, 3$ and $N$ is 52. We also calculate the CMC curve based on the experimental results for three probe sets. The results of the directly calculated CMC curve and the predicted CMC curve are shown in Table 4. Table 4 shows that the predicted CMC values are close to the calculated CMC values, which demonstrates the effectiveness of our prediction model. We’d like to predict CMC values for larger galleries from the original range image database of 52 subjects. Table 5 shows the predicted CMC values for three probe

<table>
<thead>
<tr>
<th>Probe set</th>
<th>Rank-1 Predicted</th>
<th>Rank-1 Calculated</th>
<th>Rank-2 Predicted</th>
<th>Rank-2 Calculated</th>
<th>Rank-3 Predicted</th>
<th>Rank-3 Calculated</th>
</tr>
</thead>
<tbody>
<tr>
<td>No added noise</td>
<td>92.5%</td>
<td>90.4%</td>
<td>94.6%</td>
<td>96.2%</td>
<td>95.7%</td>
<td>96.2%</td>
</tr>
<tr>
<td>$N(0, \sigma = 0.6\text{ mm})$</td>
<td>80.4%</td>
<td>76.9%</td>
<td>83.9%</td>
<td>86.5%</td>
<td>85.8%</td>
<td>86.5%</td>
</tr>
<tr>
<td>$N(0, \sigma = 1.0\text{ mm})$</td>
<td>51.5%</td>
<td>44.2%</td>
<td>60.2%</td>
<td>61.5%</td>
<td>66.1%</td>
<td>67.3%</td>
</tr>
</tbody>
</table>
Fig. 6. Matching distance distribution for match and non-match pairs for three probe sets: (a) without added noise, (b) with Gaussian noise $N(0, \sigma = 0.6mm)$, (c) with Gaussian noise $N(0, \sigma = 1.0mm)$

Table 5. Predicted CMC values for three probe sets for larger galleries (Recognition rate shown as percentage)

<table>
<thead>
<tr>
<th>Probe set</th>
<th>N=100</th>
<th>N=200</th>
<th>N=300</th>
<th>N=400</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R-1</td>
<td>R-2</td>
<td>R-3</td>
<td>R-1</td>
</tr>
<tr>
<td>No added noise</td>
<td>91.2</td>
<td>92.8</td>
<td>94.4</td>
<td>90.5</td>
</tr>
<tr>
<td>$N(0, \sigma = 0.6mm)$</td>
<td>78.3</td>
<td>80.9</td>
<td>83.6</td>
<td>77.1</td>
</tr>
<tr>
<td>$N(0, \sigma = 1.0mm)$</td>
<td>46.8</td>
<td>52.1</td>
<td>57.9</td>
<td>44.6</td>
</tr>
</tbody>
</table>

sets for different gallery size (N=100, 200, 300, 400). Confidence in prediction is of interest and we plan to work on it.

4 Conclusions

In this paper, we first propose an integrated local descriptor for representation to recognize human ears in 3D. We evaluate the proposed ear recognition performance by means of CMC and ROC curves on three different probe sets using a real range image database of 52 subjects. One probe set has no added Gaussian noise; the second probe set has Gaussian noise $N(0, \sigma = 0.6mm)$; the third probe set has Gaussian noise $N(0, \sigma = 1.0mm)$. We obtain rank-one recognition rate of 90.4% for test scans without added noise and the system’s performance degrades as the scene noise increases. We also predict the ear recognition performance on larger galleries by modeling cumulative match characteristic curve as a binomial distribution. The predicted rank-one recognition rate is 90.4% on test scans without added noise for a database of 400 subjects. Table 5 demonstrates that we can predict the recognition performace for larger galleries.
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