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Summary. The focus of this chapter is on methods for improving the performance of a model-based system for recognizing vehicles in synthetic aperture radar (SAR) imagery under the extended operating conditions of object articulation, occlusion, and configuration variants. The fundamental approach uses recognition models based on quasi-invariant local features, radar scattering center locations, and magnitudes. Three basic extensions to this approach are discussed: (1) incorporation of additional features; (2) exploitation of a priori knowledge of object similarity represented and stored in the model-base; and (3) integration of multiple recognizers at different look angles. Extensive experimental recognition results are presented in terms of receiver operating characteristic (ROC) curves to show the effects of these extensions on SAR recognition performance for real vehicle targets with articulation, configuration variants, and occlusion.

2.1 Introduction

In this chapter we are concerned with methods for improving the recognition of vehicles in Synthetic Aperture Radar (SAR) imagery. The recognition systems start with real SAR chips (at one-foot resolution) of actual military vehicles from the MSTAR public data [1] and end with the identification of a specific vehicle type (e.g., a T72 tank). Several major challenges for identifying the vehicles are the presence of significant external configuration variants (fuel barrels, searchlights, etc.), articulated configurations (such as a tank with its turret rotated), and partial occlusion. The detection theory [2, 3], pattern recognition [4, 5, 6], and neural network [7] approaches to SAR recognition all tend to use global features that are optimized for standard, non-articulated, non-occluded configurations. Approaches that rely on global features are not appropriate for recognizing occluded or articulated objects because occlusion and articulation change global features like the object outline and major axis [8]. Our previous work [9, 10, 11, 12], relied on local features to successfully recognize articulated and highly occluded objects. SAR recognition results for
our basic approach are compared (in [9]) to other different approaches using real SAR images from the MSTAR public data.

In our research on SAR automatic target recognition (ATR), we initially started using invariant locations of SAR scattering centers as features [12] and later developed our basic recognition approach based on using quasi-invariant locations and magnitudes of the scattering centers [9, 10, 11]. This followed the traditional approach to improving recognition performance by finding additional features that can help to distinguish between the objects. This is the first method of improvement discussed in this chapter. The second method of exploiting model similarity was inspired by the research on predicting the performance of recognition systems by Bohm and Bhanu [17] that introduced the idea that recognition performance depends on the distortion in the test data and the inherent similarity of the object models. Related to the third method for improving recognition performance, we had previously shown that a significant number of SAR scattering center locations do not typically persist over a few degrees of rotation [10]. However, this had been viewed as a problem for modeling, rather than a potential opportunity for independent observations at different look angles. In this chapter, we integrate results from multiple look angles to improve recognition performance.

This chapter discusses three basic approaches to improve the performance of an SAR recognition system:
1. Incorporation of additional features.
2. Exploitation of a priori knowledge of object similarity.
3. Integration of multiple recognizers at different look angles.

The next section discusses SAR target characteristics; Section 2.3 gives a description of the basic SAR recognition system; Section 2.4 introduces the additional feature of peak shape factor and shows performance improvements for additional features; Section 2.5 describes techniques to measure and utilize model similarity to improve recognition performance; Section 2.6 demonstrates the independence of multiple look angle SAR recognition and the results for performance improvements; and the final Section 2.7 provides the conclusions of the chapter.

2.2 SAR Target Characteristics

The typical detailed edge and straight line features of man-made objects in the visual world do not have good counterparts in SAR images for subcomponents of vehicle-sized objects at one-foot resolution. However, there is a wealth of peaks corresponding to scattering centers. The relative locations of SAR scattering centers, determined from local peaks in the radar return, are related to the aspect and physical geometry of the object, independent of translation and serve as distinguishing features. Target regions-of-interest (ROI) are found in the MSTAR SAR chips by reducing speckle noise using the Grinnell algorithm (see [14]), thresholding at the mean plus two standard deviations, dilating to fill small gaps among regions, eroding to have one large ROI and little regions, discarding the small regions with a size filter and dilating to expand the extracted ROI. The scattering centers are extracted from the SAR magnitude data (within the boundary contour of the ROI) by finding local eight-neighbor maxima. The parameters used in extracting ROIs are held constant for all the results reported.

Objects from the MSTAR public data used in this research include BMP2 armored personnel carriers (APCs), a BTR70 APC, T72 tanks, a ZSU23/4 anti-aircraft gun, and a BRDM2 APC. Photo images of the MSTAR articulated objects used in this paper, T72 tank serial number (4) 664 and ZSU 23/4 anti-aircraft gun #648, are shown in Figures 2.1 and 2.2. Example SAR images and the ROI, with the locations of the scattering centers superimposed are shown in Figure 2.3 for baseline and articulated versions of the T72 and ZSU (at 30° radar depression angle, 66° target azimuth).

(a) turret straight.  
(b) turret articulated.

Figure 2.1. T72 tank #664.

(a) turret straight.  
(b) turret articulated.

Figure 2.2. ZSU 23/4 anti-aircraft gun #648.
2.2.1 Azimuthal Variance of Scatterer Locations

The typical rigid body rotational transformations for viewing objects in the visual world do not apply much for the specular radar reflections of SAR images. This is because a significant number of features do not typically persist over a few degrees of rotation. Since the radar depression angle is generally known, the significant unknown target rotation is (360°) in azimuth. Azimuth persistence or invariance can be expressed in terms of the percentage of scattering center locations that are unchanged over a certain span of azimuth angles. It can be measured for some base azimuth θ₀ by rotating the pixel locations of the scattering centers from an image at azimuth θ₀ by an angle Δφ and comparing the resulting range and cross-range locations with the scatterer locations from an image of the same object at azimuth θ₀ + Δφ.

More precisely, because the images are in the radar slant plane, we actually project from the slant plane to the ground plane, rotate in the ground plane, and project back to the slant plane. Since the objects in the chips are not registered, we calculate the azimuth invariance as the maximum number of corresponding scattering centers (whose locations match within a given tolerance) for the optimum integer pixel translation. This method of registration by finding the translation that yields the maximum number of correspondences has the limitation that for very small or no actual invariance it may find some false correspondences and report a slightly higher invariance than in fact exists. To determine scattering center locations that persist over a span of angles, there is an additional constraint that for a matching scattering center to "persist" at the kth span Δθₙ, it must have been a persistent scattering center at all smaller spans Δθₖ, where 0 ≤ j < k. Averaging the results of these persistent scattering center locations over 360 base azimuths gives the mean azimuth invariance of the object.

Figure 2.4 shows an example of the mean azimuth invariance (for the 40 strongest scatterers) as a function of azimuth angle span using T72 tank #132, with various definitions of persistence. In the "exact match" case, the center of the rotated scatterer pixel from the image at azimuth θ₀ is within the pixel boundaries of a corresponding scatterer in the image at θ₀ + Δθ. In the "within 1 pixel" case, the scatterer location is allowed to move into one of the 8 adjacent pixel locations. Note that for a 1° azimuth span, while only 20% of the scatterer locations are invariant for an "exact match," 65% of the scatterer locations are invariant "within 1 pixel." The cases labeled "persists" in Figure 2.4 enforce the constraint that the scatterer exist for the entire span of angles and very few scatterers continuously persist for even 5°. In the upper two cases (not labeled "persists") scintillations are allowed and the location invariance declines slowly with azimuth span. The "within 1 pixel" results (that allow scintillation) are consistent with the one-foot ISAR results of Dudgeon et al. [16], whose definition of persistence allowed scintillation. Because of the higher scatterer location invariance with 1° azimuth span, in our research we use azimuth models at 1° increments for each target, in contrast to others who have used 5° [10], 10° [15], and 15° models covering specific azimuth ranges [9].

The fact that the SAR scatterer locations do not persist over a span of even a few degrees, demonstrated in Figure 2.4, strongly indicates that observations at different azimuth angles are independent. Thus, what had previously been viewed as a "problem" for modeling, now presents a significant opportunity.
to improve recognition performance by integrating the results of SAR observations at multiple look angles. This is the basis for the approach which will be discussed later in Section 2.6.

2.2.2 Scattering Location and Magnitude Invariance

Many of the scatterer locations and magnitudes are invariant to target conditions such as articulation or configuration variants. Because the object and ROI are not registered, we express the scattering center location invariance with respect to articulation or configuration differences as the maximum number of corresponding scattering centers (whose locations match within a stated tolerance) for the optimum integer pixel translation.

Figure 2.5 shows the location invariance of the strongest 40 scattering centers with articulation for T72 tank #9064 and also for ZSU 23/4 anti-aircraft gun #408 (at a 30° depression angle) as a function of the hull azimuth. The combined average invariance for both articulated vehicles is 16.5% for an exact match of scattering centers and 56.6% for a location match within one pixel (3×3 neighborhood) tolerance. (Note that not all 360 degrees are present in the MSTAR data, so the missing azimuth angles are ignored in this research.) Similarly, Figure 2.6 shows the percent of the strongest 40 scattering center locations that are invariant for two example configuration variants, T72 #912 vs. #132 and BMP2 vehicle #9563 vs. #211, at a 15° depression angle. (While the MSTAR data has 11 configurations of the T72, it only has three configurations of the BMP2, so to avoid biasing the experiments toward the T72, we use only three of the 11 T72 configurations.) The combined average invariance for configuration variants of the T72 (#912 and #97 vs. #132) and BMP2 (#9563 and #9566 vs. #211) is 15.3% for an exact match of scatterer locations and 57.13% for a location match within one pixel. Since less than 20% of the SAR scattering center locations exactly match for object articulation and configuration variants, while over 50% of these locations are quasi-invariant within a 3×3 pixel tolerance, in our research we accommodate this 3×3 tolerance for scattering center locations in the recognition system.

Because of the very large dynamic range for scatterer magnitudes we use a scaled scatterer amplitude (S) expressed as a radar cross-section in square meters, given by \( S = 100 + 10 \log_{10} (r^2 + q^2) \), where \( r \) and \( q \) are the components of the complex radar return, and we define a percent amplitude change \( (A_p) \) as \( A_p = (S_i - S_o)/S_o \). Note that this form allows a larger variation for the stronger signal returns. Figure 2.7 shows the probability mass functions (PMFs) for percent amplitude change for the strongest 40 articulated vs. nonarticulated scattering centers of T72 tank #9064 and ZSU 23/4 gun #408. Curves are shown both for the cases where the scattering center locations correspond within one pixel tolerance and for all the combinations of scatterers whose locations do not match. Similarly, Figure 2.8 shows the PMFs for percent amplitude change for the strongest 40 scattering centers with configuration variants, T72 #912 vs. #132 and BMP2 #9563 vs. #211, at a 15° depression angle. If we define scatterer magnitude invariance as the number of scatterers with corresponding locations whose magnitudes match (within a stated percent amplitude change tolerance), then the overall average scatterer magnitude invariance (within ± one pixel location and ± nine percent amplitude change) is 50.5 percent for the articulation cases and 51.7 percent for the configuration variant cases.

2.2.3 Target Occlusion

There is no real SAR data with occluded objects available to the general public limited data on vehicles in revetments [18] and partially hidden behind walls [19] has been reported to exist, but it has not yet been released for unrestricted use. In addition, there is no standard, accepted method for characterizing or simulating occluded targets. Typically occlusion occurs when a tank backs up into a tree line, for example, so that the back end is covered by trees and only the front portion of the tank is visible to the radar. Thus, the "bright target" becomes a much smaller sized object to the recognition
2.3 Basic SAR Recognition System

The basic SAR recognition algorithm is an off-line model construction process and a similar on-line recognition process. The approach is designed for SAR and is specifically intended to accommodate recognition of occluded and articulated objects. Standard nonarticulated models of the objects are used to recognize these same objects in nonstandard, articulated, and occluded configurations. The models are a look-up table and the recognition process is an efficient search for positive evidence, using relative locations of the scattering centers in the test image to access the look-up table and generate votes for the appropriate object (and azimuth pose).

Establishing an appropriate local coordinate reference frame is critical to reliably identifying objects (based on locations of features) in SAR images of articulated and occluded objects. These problems require the use of a local coordinate system, global coordinates and global constraints do not work, as illustrated in Figure 2.3, where the center of mass and the principal axes change with articulation. In an SAR image the radar range and cross-range directions are known and choosing any local reference point, such as a scattering center location, establishes a reference coordinate system. The relative distance and direction of the other scattering centers can be expressed in radar range and cross-range coordinates, and naturally tessellated into integer buckets that correspond to the radar range/cross-range bins. The scale is determined by the bin size, which is a function of the frequency of the radar (e.g., X-band for the one foot resolution used in this research). The recognition system takes advantage of this natural system for SAR, where a single basis point performs the translational transformation and fixes the coordinate system to a "local" origin.

The model construction algorithm for the recognition system is outlined in Figure 2.9 (where the "origin" is the stronger of a pair of scatterers and a "point" is another weaker scatterer). Because of the specular radar reflections in SAR images, a significant number of features do not typically persist over a few degrees of rotation (as shown in Figure 2.4). Consequently, we model each object at 1° azimuth increments. The relative locations and magnitudes of the N strongest SAR scattering centers are used as characteristic features (where N, the number of scattering centers used, is a design parameter). Any local reference point, such as a scattering center location, could be chosen as a basis point ("origin") to establish a reference coordinate system for building a model of an object at a specific azimuth angle pose. For ideal data, picking the location of the strongest scattering center as the origin is sufficient. However, for potentially corrupted data where any scattering center could be spurious or missing (due to the effects of noise, target articulation, occlusion, non-standard target configurations, etc.), we use all N strongest scattering centers in turn as origins to ensure that a valid origin is obtained. Thus, to handle occlusion and articulation, the size of the look-up table models (and also the number of relative distances that are considered in the test image during
The recognition algorithm is outlined in Figure 2.10. The recognition process uses the relative locations of the 4 strongest scattering centers in the test image to access the look-up table and generate votes for the appropriate object, azimuth, range, and cross-range translation. (In contrast to many model-based approaches to recognition [21], we are not "searching" all the models.) Further comparison of each test data point pair of centers with the model look-up table result(s) provides information on the magnitude changes between the data and the model for two scatterers. Limits on allowable values for translations and magnitude changes are used as constraints to reduce the number of false matches. The number of scattering centers used and the various constraint limits are design parameters that are optimised, based on experiments, to produce the best recognition results. (Another approach to optimising these tuning parameters, based on reinforcement learning, is presented in [22].) Given the MTSTAR targets are "centered" in the chips, a ±5 pixel limit on allowable translations is imposed for computational efficiency. The experimentally determined optimum limit on the allowable percent difference in the magnitudes of the data and model scattering centers was ±5%, which is consistent with the measured probability mass functions of scatterer magnitude invariance with target configuration variants and articulations (previously shown in Figures 2.8 and 2.7). To accommodate some uncertainty in the scattering center locations, the eight-neighbors of the nominal range and cross-range relative location are also probed in the look-up table, and the translation results are accumulated for a 3x3 neighborhood in the translation subspace. A city-block weighted voting method reduces the impact of the more common small relative distances. The recognition process is repeated with different scattering centers as basis points, providing multiple "locks" at the model database to handle spurious scatters that arise due to articulation, occlusion, or configuration differences. The recognition algorithm actually makes a total of 9(N(N – 1)/2) queries of the look-up table to accumulate evidence for the appropriate target type, azimuth angle, and translation. The models (labels with object, azimuth, etc.) associated with a specific look-up table entry are the "correct" model and other models that happen by coincidence, to have a scatterer pair with the same (range, cross-range) relative distance. The constraints on magnitude differenc filter out many of these false matches. In addition, while those collisions may occur at one relative location, the same random object-azimuth pair doesn't keep showing up at other relative locations with appropriate scatterer magnitudes and mapping to a consistent 3x3 neighborhood in translation space, while the "correct" object does.

Figure 2.20. Recognition algorithm

The basic decision rule used in the recognition is to select the object-azimuth pair (and associated "best" translation) with the highest accumulated vote total. To handle identification with "unknown" objects, we introduce a criteria for the quality of the recognition result that the votes for the potential winning object exceed some minimum threshold Θmin. By varying the
decision rule threshold we obtain a form of receiver operating characteristic (ROC) curve with probability of correct identification, \( P_C = P(\text{correct object|object is true}, \text{vs. probability of false alarm}, P_F = P(\text{false object|object is true}) \) is of 0D algorithm (see 3D algorithm since, in effect, we use the range and cross-range positions and the magnitudes of pairs of scattering centers. (When using 40 scatterers, this 0D algorithm takes an average of 2.5 seconds to process a test chip on a Sun Ultrix without any optimizations.)

More formally, a radar image of object \( o \) at azimuth \( a \) consists of \( N \) (or more) scatterers, each scatterer \( k \) with a magnitude \( S_k \) and range and cross-range locations \( R_k \) and \( C_k \), which for (consistency) are ordered by decreasing magnitude such that \( S_k \geq S_{k+1} \) for \( k = 1, \ldots, N \). A model \( M \) of object \( o \) at azimuth \( a \) is given by

\[
M(o, a) = (V_1(o, a), V_2(o, a), \ldots, V_{N(T-R_C/2)}(o, a)),
\]

which is comprised of the set of all pairwise observations, \( V_i \)

\[
V_i(o, a) = (f_1, f_2, \ldots, f_{i-1}, f_{i+1}, \ldots, f_N),
\]

where \( i = 1, 2, \ldots, N(N-1)/2, f_1 = R_P - R_O, f_2 = C_P - C_O, f_3 = R_O, f_4 = C_O, f_5 = S_O, f_6 = S_P, \) and with the individual scatterers in each pair labeled \( O \) and \( P \) so that \( S_O \geq S_P \) for consistency (see Figure 3.11).

![Figure 3.11. Observation for a pair of scatterers O and P.](image)

We define a match, \( H \), as

\[
H(V_i, V_j) = \begin{cases} 
1 & \text{if } |(f_i) - (f_j)| \leq \delta_k, \forall k = 1, 2, \ldots, 6, \\
0 & \text{otherwise}
\end{cases}
\]

(2.3)

where the weight \( \omega = |(f_i)| + |(f_j)| \) and the match constraints are \( \delta_1 = \delta_2 = 0 \) pixels, \( \delta_3 = \delta_4 = 5 \) pixels and \( \delta_5 = \delta_6 = 1 \) percent.

The recognition result, \( T \), for some test image (with a test class, \( z \), and test azimuth, \( a \), to be determined) is a maximal match that is greater than a threshold, \( D \), given by

\[
T = \begin{cases} 
\{o, a\}, & \text{if } \max_{n=1}^{N} H(V_n, V_o) > D, \\
\text{unknown, otherwise}
\end{cases}
\]

(2.4)

where \( V_o \in M(o, a) \) s.t. \( |(f_1)| + |(f_2)| = 0 \) and \( |(f_3)| + |(f_4)| = 0 \), and the subscript \( i \) applied to a match denotes that the match, \( H \), is associated with the relative translation \( t(R, C) = (\Delta R, \Delta C) \) of the stronger scatterers in the two observations. Note that in this formulation the constraint on \( m \) avoids exhaustive search of all the models and can be implemented as a look-up table. The nine observations (denoted by the superscript \( n \) in \( V_n \)) are matched to account for location uncertainty by taking the 3x3 neighbors about the nominal value for the relative locations \( f_1 \) and \( f_2 \) of scatterer pair \( k \) in the test image. Similarly, the nine matches (denoted by the superscript \( l \) in \( H_l \)) are computed at the 3x3 neighbors located \( \pm 1 \) pixel about the resulting nominal value for translation, \( t(R, C) \), of the scatterers in the test image from the model.

### 2.4 Incorporation of Additional Features

A traditional approach to improving recognition performance is to find additional features that distinguish between the objects. The basic SAR recognition system, the 0D system described in Section 2.3, successfully evolved from an earlier simpler 2D version, [12] that used only relative distances and the "exact match" scatterer locations. The 0D version adds: (1) the scatterer magnitudes as additional features; 2) the within-one-pixel quasi-invariance of scatterer locations; and (3) the consistent translation constraint.

In addition to the scattering center locations and magnitude features, a "shape factor" can be used as a measure of the sharpness of the local peak in the radar return associated with a scattering center. We define the shape factor \( F = S_k / \sum_{j=1}^{N} S_j \) where \( S_k \) is the amplitude of the peak and the \( S_j \)'s are the amplitudes of the eight neighbors. Figure 2.12 shows the FPF's for percent shape factor change for the strongest 40 scattering centers of TT7 #312 vs. #313 (at 15° depression angle). Curves are shown both for cases where the scattering center locations correspond within one pixel tolerance and for all the combinations of scatterers whose locations do not match. For the cases with locations that match within one pixel, the percent shape factor change

mean and standard deviation are $1.3$ and $15.7$, while for the nonmatching cases they are $9.3$ and $31.3$, respectively.

The peak shape factors can be used as additional features to create an 8D version of the basic recognition system in a manner similar to the way that the magnitudes of the peaks are handled in the 6D system. Figure 2.13 shows ROC curves for the MSTAR TTZ and MP2 configuration variants with the BTR confuser using the 2D, 6D, and 8D recognition systems. Each of the systems was optimized for the forced recognition configuration variant case: the 2D system at 20 scatters; the 6D system at 36 scatters (with $\pm 5$ pixel translation and $\pm 5\%$ amplitude change limits); the 6D system at 60 scatters (with $\pm 10\%$ shape factor change limit). Both the 6D and 8D system results are a substantial improvement over the earlier 2D system results. While Figure 2.13 shows that the 8D system gave worse results than the 6D system in the region below 0.1 $P_F$, reoptimizing the operating parameters (e.g., using 45 scatters) gives the 8D system better results in the region below 0.1 $P_F$ at the cost of a slightly reduced forced recognition rate.

2.5 Exploitation of Model Similarity

2.5.1 Similarity Measurement

Model similarity can be measured in terms of collisions collisions, where a collision is an instance when observations of two different objects map into the same location (within some specified region of uncertainty) in feature space, i.e., if $H(V_i, V_j) = 1$ and $c_i \neq c_j$. The recognition system described in the preceding section has a 6-dimensional (6D) feature space based on the range and cross-range positions and magnitudes of pairs of scatterers (see equation (2.2)). As noted before (in equation (2.1)), the model of an object at some azimuth, with $N$ scatters, is represented by $N(N-1)/2$ observations using pairs of scatterers with each pair mapped into the 6D feature space. While the 6D feature space could be represented by a simple 6D array in concept, the large range of potential feature values and high dimensionality make other implementations more practical. The nature of the SAR problem, with discrete pixel values for distances and a large dynamic range for scatterer magnitude, leads to a natural model implementation, shown previously in Figure 2.9, where the relative range and cross-range locations of a scatterer pair are direct inputs to a physical 2D array of units that contain another 4D of information and the label with the object and pose. Thus, the model construction algorithm of Figure 2.9 does not directly provide collisions in all six dimensions of feature space. In order to determine if two objects map to the same location in feature space we need to apply the same constraints as are used in the recognition algorithm (see step 10 of Figure 2.10 and equation (2.3)), because the constraints dictate the size of the region or bucket in feature space that is considered the same location.

The general approach to measure the similarity of one model object with respect to several other objects is to first build the look-up table models of the other objects using the normal model construction algorithm of Figure 2.9, and then use a modified version of the recognition algorithm of Figure 2.10 with the subject model object (at all the modeled azimuths) as the test conditions to obtain a histogram of the number scatterer pairs that have various numbers of collisions. Basically, the modified algorithm uses the first ten steps of Figure 2.10, with the consideration of each pair of scatterers as a separate occurrence (starting a new count of collisions at step 5) and if the constraints are satisfied (at step 10) then a collision is counted. The total number of observations is equal to $AN(N-1)/2$, where $A$ is the number of azimuths modeled (some of the MSTAR data was resequenced, so not all 360° were available).
Figure 2.14 shows example model collision histograms (at $N = 39$ and $L = 9$) for four MSTAR vehicles (at $10^\circ$ depression angle): BMP2 armored personnel carrier (APC) serial number (#) 081; BTR70 APC 4x4; T72 tank #132 and ZSU23/4 anti-aircraft gun #408. Note that the ZSU23/4 has significantly fewer collisions with the other vehicles, because the ZSU23/4 SAR scatters a larger area than the other objects, and thus, have fewer collisions.

The similarity of a pair of scatterers of given object (at a given azimuth) to the other objects modeled can be measured by the number of collisions with other objects in the look-up table. This can be expressed as a relative measure by using the collision histogram. For convenience, the population of collisions for a particular object is mapped into equal partitions (each with 10% of the total number of collisions). As an example, for the collision histograms in Figure 2.14 we obtain the results in Table 2.1, which shows the number of collisions for a given percent of the population. For the BMP2, for example, 27 collisions or less is in the 10% of the population that is the least similar to the other three models whereas 90% of the BMP2 scatterer pairs have 274 or less collisions.

### 2.5.2 Weighted Voting

The a priori knowledge of the similarities between object models, expressed as the number of collisions for a given percent of the population, can be captured by assigning weighted votes to model entries in the look-up table, based on collisions with other objects. This is accomplished off-line by again using a version of the recognition algorithm to obtain the number of look-up table collisions for a particular observation with a pair of scatterers from a subject model and azimuth, as before, and then based on the number of collisions determine the population partition (e.g., using Table 2.1) and finally a given weight function is used to assign a weight label to that instance of the particular model observation entry in the look-up table. Thus, in this approach the model similarities, collisions and associated weightings are all precomputed and appropriate weightings are stored in the look-up table during the off-line modeling process. The similarity-weighted models are obtained using the weighted version of an observation (similar to equation (2.2)) given by

$$\tilde{V}_i(v, w) = (w, f_1, f_2, \ldots, f_k),$$  \hspace{1cm} (2.5)

where $w$ is the weight. The similarity weighted version of a match (similar to equation (2.3)), given by

$$\tilde{H}(V, \tilde{V}_j) = \begin{cases} w & \text{if } \|\tilde{f}_i - (f_b)\| \leq \delta_b, \forall b = 1, \ldots, k \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (2.6)

can be substituted in equation (2.4) to obtain weighted recognition results. The various weight functions, used in this research to specify $w$, are shown in Figure 2.15 which plots the weight value assigned vs. percent of collision population. Function 1 (Figure 2.15(a)) applies equal weight to all the values and is later referred to as unweighted. Functions 2-4 (Figure 2.15(b)-(d)), the convex weight functions, penalize the most similar features (in the right tail of the histogram). Function 5 (Figure 2.15(e)), with equal steps is linear. While functions 6-7 (Figure 2.15(f)-(g)), which reward uniqueness (the left tail of the histogram) are concave. These weight functions illustrate a range of possibilities from function 2, which penalizes only the most similar 10% of the population, to function 7, which rewards only the most dissimilar 10%. These seven weight functions are used and comparative performance results are obtained in experiments described in the next subsection.
angle) configuration variant experiments, the two object model cases use T72 tank #132 and BMP2 APC #21 as models, while the four object model cases add BRT70 APC #71 and ZSU23/4 gun #08. The test data are two other variants of the T72 ( #512, #71) and two variants of the BMP ( #9963, #9666). In addition, BRDM2 APC #417 is used as an unknown confuser vehicle.

The forced recognition results for MSTAR configuration variants are shown in Figure 2.15 for both two object and four object look up table models using various weight functions (discussed earlier in Figure 2.15). These results use the optimal parameters \((N, L)\) for each weight function and table size. For the two-object cases, function 3 gives the best results, a recognition rate of 95.81%, compared to the unweighted case of 95.17%. For the four object cases, the convex and linear weighting functions all provide better forced recognition performance than the unweighted case. The concave weighting functions result in worse performance than the unweighted case. The best four object result is 94.17% for function 2, compared to the unweighted case of 92.27%. Thus, increasing the number of objects modeled from two to four, reduces the forced recognition rate by 2.0% (95.17 - 93.17) for the unweighted case, while using model similarity information in the optimal weight function reduces this loss to 1% (93.17 - 92.17).

![Figure 2.15. Table weighting functions.](image)

2.5.3 Configuration Variant Experiments

Our previous results [9] (using a distance-weighted voting technique where the weight was proportional to the sum of the absolute values of the relative range and cross-range distances between the scatterer pair) showed that for the real vehicles used in the MSTAR data, the differences of configurations for an object type are a more significant challenge for recognition than articulation (where the model and the test data are the same physical object under different conditions). Similarly, the previous results [11] on occluded objects (using an unweighted voting technique) demonstrated significantly better recognition results than the configuration variant cases. For these reasons, in this research we follow a similar approach and optimize the recognition system for the difficult configuration variant cases and then utilize the same system parameters for the articulation and occlusion cases. In these (15° depression

![Figure 2.16. Effect of table size and weighting function on forced recognition of MSTAR configuration variants.](image)

Table 2.2 shows example confusion matrices that illustrate the effect of going from a two object recognition system to a four object model recognition system for the MSTAR configuration variant data. In both cases the system parameters \((N, L)\) are optimized for forced recognition (2 objects at 38,11) and 4 at (38,12), both are unweighted cases (constant weight of 10), and both are for \(d = 1700\). (At least 1700 votes, with a weight of 10, is equivalent...
to 19 or more scatterers that "matched". Comparing the two object results on the left of Table 2.2 with the four object results on the right, we observe that a large number of sensors and a few targets move from the unknown column to the additional models. Thus, while the recognition results are similar for 2 and 4 models (PCI = 0.775 and 0.790 respectively) there are increased false alarms ($P_f = 0.33$ and 0.32 respectively) which would move the knee of the ROC curve to the right.

Table 2.2. Effect of 2 and 4 models on MSTAR configuration variant confusion matrices (unweighted, $d = 1700$)

<table>
<thead>
<tr>
<th>Test targets</th>
<th>Identification results (configuration modeled)</th>
<th>Identification results</th>
<th>Configuration modeled</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BMP2 T72 Unk</td>
<td>BMP2 T72 BRTR ZSU23/4 Unk</td>
<td>BMP2 T72 BRTR ZSU23/4 Unk</td>
</tr>
<tr>
<td>BMP2 [9663,6569]</td>
<td>189 3 26</td>
<td>189 2 8 0 18</td>
<td>189 2 8 0 18</td>
</tr>
<tr>
<td>T72 [912,27]</td>
<td>8 121 58</td>
<td>11 138 1 0 47</td>
<td>11 138 1 0 47</td>
</tr>
<tr>
<td>BMDM2 (confuser)</td>
<td>28 4 214</td>
<td>27 5 47 0 167</td>
<td>27 5 47 0 167</td>
</tr>
</tbody>
</table>

Table 2.3 shows an example MSTAR configuration variant four object confusion matrix for weight function 4. The system parameters (37.9) are optimized for forced recognition with weight function 4 and a $d$ of 1100 is chosen to yield a PCI of 0.776, which is similar to the results shown in Table 2.2. (At least 1100 votes, with an average weight for function 4 of 7.3, is equivalent to 18 or more scatterers matched.) Comparing the earlier four-object unweighted results, shown on the right of Table 2.2, with the weighted results of Table 2.3, we observe that half the misidentifications (11 of 22) are moved to the unknown column. This reduction in misidentifications shows that the model-weighting approach is increasing the distinguishability of the modeled objects. This reduction in misidentifications does not show up directly in the ROC curve results, which treat the off-diagonal target misidentifications the same as the cases where a target is called unknown (i.e., both are cases where the target was not correctly identified). However, the weight function (which effectively reduces the average weighting) allows a similar PCI to be achieved with a lower vote threshold (1000 votes vs. 1700 votes) and results in fewer false alarms. Thus, the lower $P_f$ of 0.270 for the weighted case, vs. 0.321 for the unweighted case, would move the ROC curve to the left.

ROC curves are generated for the four-object configuration variant cases by using the optimum parameters for the forced recognition case and varying the vote threshold. Figure 2.17 shows that the ROC curves for the convex and linear weight functions provide generally better performance than the unweighted case. In addition, Figure 2.18 shows that the concave weight functions give worse performance than the unweighted case (except for the region

Table 2.3. Example MSTAR configuration variant confusion matrix for weight function 4 ($d = 1100$)

<table>
<thead>
<tr>
<th>Test targets</th>
<th>Identification results (configuration modeled)</th>
<th>Identification results</th>
<th>Configuration modeled</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BMP2 T72 BRTR ZSU23/4 Unk</td>
<td>BMP2 T72 BRTR ZSU23/4 Unk</td>
<td>BMP2 T72 BRTR ZSU23/4 Unk</td>
</tr>
<tr>
<td>BMP2 [9663,6569]</td>
<td>179 6 1 0 32</td>
<td>179 6 1 0 32</td>
<td>179 6 1 0 32</td>
</tr>
<tr>
<td>T72 [912,27]</td>
<td>4 143 0 0 50</td>
<td>4 143 0 0 50</td>
<td>4 143 0 0 50</td>
</tr>
<tr>
<td>BMDM2 (confuser)</td>
<td>30 6 32 0 178</td>
<td>30 6 32 0 178</td>
<td>30 6 32 0 178</td>
</tr>
</tbody>
</table>

where PCI < 0.5, $P_f < 0.05$. The convex weight functions penalize the most common features and so are not much affected by noise (due to configuration differences or other confuse vehicles). On the other hand, the concave weight functions reward (very strongly reward in function 7) the relatively unique features, which makes them susceptible to conditions where noise is strongly rewarded.

2.5.4 Articulation Experiments

In the articulation experiments the models are nonarticulated versions of T72 #464 and ZSU23/4 #408 and the text data are the articulated versions of these same serial number objects and BMDM2 #71 as a confuser vehicle (all at 30° depression angle). Figure 2.19 shows the ROC curves, with excellent articulated object recognition results for both the weight function 2 and the unweighted cases. Since
2.6 Multiple Recognizers at Different Look Angles

2.6.1 Independence of Multiple Look Angle SAR Recognizers

The azimuthal variance of SAR coetheus locations, previously demonstrated in Figure 2.4, strongly indicates that observations at different azimuth angles are independent. Given the probability of one SAR recognizer failing, $P_1$, where $P_1 = 1 - P_{\text{correct}}$, then if two recognizers are independent, the probability that both recognizers are wrong, $P_2$, is simply $P_2 = P_1^2$. In order to obtain the most failures, we pick the object configuration variant case, which is the most difficult case for our SAR recognition approach, compared to the depression angle changes and object articulation cases.

In the configuration variant experiments a single configuration of the T72 (#129) and BMP-2 (#C21) vehicles are used as the models and the test data.
are two other variants of each vehicle type (T72 #812, #67 and BMP2 #9563, #9566), all at 15° depression angle. These results are obtained using the optimum parameters of 38 scaling factors and a percent magnitude change of less than ±11%. These parameter settings are slightly different from the corresponding (36 and 9%) values used previously in Section 3.4, because here we use unweighted voting, as opposed to the previous distance-weighted voting method. Figure 2.21 takes the experimental forced recognition results for the configuration variant case with all available combinations of two different azimuths and plots the probability that two recognizers are both wrong as a function of the difference in azimuth angle of the object from the two recognizers. (While Figure 2.21 emphasizes the small angles by only showing up to ±69 degrees, the results out to ±180 degrees are similar.) The single recognizer result, 19 failures in 444 trials, is an F1 failure rate of 0.0459, which is plotted for reference as point "a" in Figure 2.21. For an F1 of 0.0459 the predicted value of P2 is 0.0021, which is very close to the overall experimental average P2 of 0.0025. The other interesting observation from Figure 2.21 is that the results are independent of the angle difference, even for very small values like 1 degree. This demonstrates that multiple-look-angle SAR recognition results are independent, even for small angles down to 1 degree, provides the scientific basis for both measuring and improving the quality of recognition results.

![Graph](image)

Figure 2.21. Probability that two recognizers are both wrong.

### 2.6.2 Multiple-Look-Angle Configuration Variant Results

In contrast to the forced recognition case described in the previous subsection, in these configuration variant experiments the T72M2 armored personnel carrier (TR-71) is used as an unmodeled confuser vehicle to test the recognition system and the vote threshold parameter is used to generate "unknown" results. The other test conditions and parameters are the same as the forced recognition case (most significantly, the models are one configuration of the T72 and BMP2 vehicles and the vote thresholds are two different configurations).

Figure 2.22 shows the effect of multiple look angle recognizers on the probability of false alarm using the BTR70 as a confuser. (The BTR70 is a more difficult case than other confusers such as the BRDM2 armored personnel carrier or the SU 23/4 anti-aircraft gun [9].) In the cases with two recognizers, the decision rule is that if either gives results above the vote threshold, the result is declared a target (which, for these BTR70 confusers, would be a false alarm). Thus, with this "target bias" decision rule the multiple recognizer cases have higher false alarms than a single recognizer. It is important to note that the penalty in increased false alarms is small for the left tail of the curve. Figure 2.22 also shows that the false alarm rates are similar for all the two-look angle recognizer cases and that agreement on the "target" is basically irrelevant for a false alarm.

![Graph](image)

Figure 2.22. Effect of multi-look on probability of false alarm.

Figure 2.23 shows the effect of multiple-look-angle recognizers on the probability of correct recognition for the configuration variant case where the test data are four different configurations of the T72 and BMP2. The top curve shows the results for the 91.7 percent of the time when two recognizers agree at different look angles agree on the result. The bottom curve is for the remaining 8.8 percent of the time when two recognizers disagree and the answer that gets the most votes is chosen. The second curve, labeled "best of two," uses a decision level fusion rule that simply picks the target based on which of the two recognizers got the most votes. (This case is also the weighted average of the agree and disagree cases.) In Figure 2.23 the probability of correct recognition decreases as the vote threshold increases (to the left in Figure 2.23), because
Figure 2.23. Effect of multi-look on probability of correct recognition.

Figure 2.24 combines the results of Figures 2.22 and 2.23 and shows the effect of using multiple-angle recognition on the ROC curve for the configuration variant cases. These recognition results, using the best-of-two recognizers at different look angles, are substantially better than the results for a single recognizer. For example, at a 0.10 Fy the P3 for the best of two look angles is 0.8324, compared to 0.7091 for a single recognizer. The performance improvement is because the cost in increased false alarms (in Figure 2.22) is low compared to the benefits in increased recognition (in Figures 2.23), due to fewer targets being classified as "unknown."

2.6.3 Multiple-Look-Angle Articulation Results

In the articulated object experiments the models are nonarticulated versions of T72 tank #464 and SU 23/4 anti-aircraft gun #608 (with the gun turret straight forward) and the test data are articulated versions of these same serial number objects (with the turret rotated) and BRDM2 armored personnel carrier #871 as a confuser vehicle (all at 30° depression angle). The results of applying the same techniques (and all the same recognition system parameters) in these articulated object experiments are shown as ROC curves in Figure 2.25. Again the results for using two recognizers at different look angles and picking the answer with the largest number of votes are better than the single recognizer results.

Chapter 2 Improving an SAR Recognition System

2.6.4 Multiple-Look-Angle Occlusion Results

The occlusion experiments use four models: T72 tank #129, BMP2 APC #C21, BTR70 APC #871 and SU-23/4 gun #608 and the unoccluded confuser vehicle is BRDM2 APC (#871) (all at 15° depression angle). The occluded test data is generated using the technique described previously in Subsection 2.3.1, while the BRDM2 APC (#871) is the more difficult unoccluded confuser vehicle.

Figure 2.26 shows the effect of multiple-look-angle recognizers on the probability of correct recognition for the case of 50% occluded targets and an unoccluded confuser. The same techniques (and all the same recognition system parameters) used in the prior configuration variant and articulation experiments are applied to these occluded object experiments. Here again, using two recognizers at different look angles and a decision-level fusion rule of picking
the answer with the largest number of votes gives better results than a single recognizer.

2.7 Conclusions

The locations and magnitudes of a significant number of SAR scatterers are quasi-invariant with target configuration variations and articulations. A model-based recognition system, using exact match of local features can successfully handle difficult conditions with object configuration variants, articulation, and occlusion. A comparison of experimental recognition results for MSTAR configuration variants is shown in Table 2.4 for different methods of improving performance of SAR recognition systems involving incorporation of additional features; exploitation of knowledge of model similarity; and integration of multiple recognizers at different look angles. Recognition rates are shown for forced recognition cases and for cases with a 0.10 false alarm rate.

The use of additional scatterer magnitude features, the consistent translation constraint, and the ability to handle inexact matches of these local features are fundamental to the success of the basic 6D recognition system, compared to the earlier 2D system [12] which only used relative scatterer locations and required an exact location match. Additional quasi-invariant features, such as peak shape factor in the 8D system, can provide some increase in recognition performance.

The similarities between object models can be effectively quantified using histograms of collisions in feature space. This a priori knowledge of object similarity can be successfully used to improve the performance of SAR target recognition. The approach can increase the distinguishability of the modeled objects, reduce misidentifications, and result in decreased false alarms. This is especially beneficial in cases where the number of modeled objects is large. One set of results shown in Table 2.4 for “model similarity” is for a more difficult case with four models, while all the other cases in the table are for two models. In the most difficult configuration variant cases, the convex and linear weight functions, which penalize the most common features, give better performance than the concave weight functions, which strongly reward relatively unique features.

The fundamental invariant of SAR scatterer locations can be successfully used as a basis for a principled and effective multiple-look-angle SAR recognition approach. The experiments demonstrate that SAR recognition results at different azimuths are independent, even for small azimuths, such as one degree. In addition, using decision level fusion of two observations at different look angles can substantially increase SAR recognition performance for target configuration variants.

These techniques have also been successfully applied to recognition of articulated objects and occluded objects. In experiments using MSTAR SAR data with a BRDM2 APC confuser and articulated versions of a T72 tank and ZSU 23/4 anti-aircraft gun, the basic 6D recognition system with no-articulated T72 and ZSU 23/4 models achieved a 85.6 - 86.7% recognition rate (depending on system parameters) with a 0.10 $P_f$. Comparable rates using the model similarity and multiple-look-angle approaches increased to 98.0% and 99.0% respectively (see Figures 2.19 and 2.23). Similarly, for experiments with 50 percent occluded objects (with an unoccluded confuser), using the model similarity approach achieved a 91.1% recognition rate at 0.10$P_f$ and multiple look angles achieved 99%, while the basic 6D system only achieved a 28.7% recognition rate (see Figures 2.20 and 2.26).
Higher-resolution SAR data, instead of the one-foot resolution now commonly available, would greatly increase the discriminating power of the current scatterer location and magnitude features. Additional features such as valleys or ridges could also be used, especially with higher-resolution data. The approach of exploiting knowledge of model similarity will become more critical in scaling the recognition problem from 2 to 4 objects to a more realistic 20 to 40 objects. The multiple look-angle approach could be readily extended to use more than two look angles and more formal methods, like Dempster-Shafer and Bayesian techniques could be used for decision-level fusion. In addition, while the research described in this chapter independently addresses three basic approaches to improve recognition performance: (1) incorporation of additional features; (2) exploitation of a priori knowledge of model similarity; and (3) integration of multiple recognizers at different look angles, these techniques could be combined in practice to address difficult operating conditions involving large numbers of different objects with the combined effects of non-standard configurations, articulation and occlusion.

Acknowledgements

This work is supported by AFSOR grant F-66260-02-1-0315; the contents and information do not necessarily reflect the position or policy of the U.S. Government.

References
