Chapter 1

A Theoretical Framework for Predicting Performance of Object Recognition

Michael Boehm1 and Rit Bhanu2

1 Center for Research in Intelligent Systems, University of California, Riverside, California 92521, michael@cis.ucr.edu
2 Center for Research in Intelligent Systems, University of California, Riverside, California 92521, bhanu@cis.ucr.edu

Summary. The ability to predict the fundamental performance of model-based object recognition is essential for transforming the object recognition field from an art to a science, and to speed up the design process for recognition systems. In this chapter, we address the performance-prediction problem in the context of a common recognition task, where both model objects and scene data are represented by locations of 2D point features. The criterion used for estimating matching quality is based on the number of consistent data/model feature pairs, which we refer to as "votes." We present a theoretical framework for predicting lower and upper bounds on the probability of correctly recognizing model objects from scene data. The proposed framework considers data distortion factors such as uncertainty (noise in feature locations), occlusion (missing features), and clutter (spurious features). In addition, it considers structural similarity between model objects. The framework consists of two stages. In the first stage, we calculate a measure of the structural similarity between every pair of objects in the model set. This measure is a function of the relative transformation between the model objects. In the second stage, the model similarity information is used along with statistical models of the data distortion factors to determine bounds on the probability of correct recognition. The proposed framework is compared with relevant research efforts. Its validity is demonstrated using real synthetic aperture radar (SAR) data from the MIT System public domain, which are obtained under a variety of depression angles and object configurations.

1.1 Introduction

Model-based object recognition has been an active area of research for over two decades (e.g., see surveys [1, 2, 3, 4]). It is concerned with finding instances of known model objects in scene data. This process involves extracting features from the scene data, and comparing them with those of the model objects using some matching criterion. Performance of the recognition process depends on the amount of distortion in the data features. Data distortion
can be classified into three types: (1) uncertainty: noise in feature locations and/or feature attributes; (2) occlusion: missing features of data object of interest; and (3) clutter: spurious data features which do not belong to the data object of interest. In addition to data distortion, recognition performance depends on the degree of structural similarity between model objects. The often-overlooked similarity factor can have a profound impact on performance. Intuitively, the difficulty of recognizing a specific object is proportional to the degree of similarity with the rest of the objects in the model set.

![Diagram of Object Recognition System](image)

Figure 1.1. Empirical approaches for estimation of object recognition performance: (a) using real data, (b) using synthetic data.

Performance of object recognition is typically estimated empirically. This is done by passing a set of scene images containing known model objects to a recognition system, and then analyzing the output of the system. The set of scene images can be either real [5, 6, 7], or synthetic with artificial distortions introduced to them [8, 9, 10]. Both scenarios are illustrated in Figures 1.1(a) and 1.1(b), respectively. Empirical performance evaluation has a number of limitations:

1. It does not provide an understanding of the relationship between object recognition performance and the various data and model factors that affect it. In other words, the empirical approach can provide an answer to the question of what performance to expect, for a given set of model objects and specific data distortion rates. However, it does not explain why this is the expected performance. Such an understanding is critical for designing better object recognition systems, as it can provide fundamental answers to questions such as: (a) When does performance break down as a function of the amount of data distortion? (b) What are the performance limits when using a specific sensor? (c) Is a given feature selection scheme sufficient for achieving desired levels of performance? (d) What is the largest size of a model set that can be accommodated without significantly degrading performance? Fundamental understanding of the relationship between performance and the factors affecting it is essential for the advancement of the field of object recognition from an art to a science.

2. The performance estimated empirically is dependent upon the actual implementation of the object recognition system. This implementation can be based on recognition approaches such as alignment [11, 12], hypothesis accumulation [13, 14], or tree search [15, 16]. Note that the performance obtained using these approaches can be different, even if they use similar matching criteria. For example, systems that use a vote accumulator (Hough space) will generate different performance estimates depending on the resolution of the accumulator. Another example, alignment-based systems, achieve polynomial-time complexity by using a "looser" notion of data/model feature consistency.

3. Empirical evaluation requires the presence of an actual object recognition system. Obviously, this can considerably slow down the design process.

In this chapter, we address the performance-precision problem in the context of a typical object recognition task. It can be described as follows:

1. Both model objects and scene data are represented by discretized locations of 2D point features. (2) A data object is assumed to be obtained by applying a 2D transformation to the corresponding model object. Notice that the space of possible 2D transformations is naturally discretized, since we are dealing with discrete 2D point features. (3) The data/model matching quality is estimated using a vote-based criterion. In particular, the quality of a given match hypothesis is estimated by counting the number of consistent data/model feature pairs, which we refer to as "votes."

We present a statistical method for formally predicting lower and upper bounds on the probability of correct recognition (PCR) for the task outlined above. The proposed method considers data distortion factors such as uncertainty, occlusion, and clutter, in addition to model similarity. Integrating these data and model factors in a single approach has been a challenging problem. The performance predicted is fundamental in the sense that it is obtained by analyzing the information provided by both the data and model features, independent of the particular vote-based matching algorithm. A schematic diagram of the prediction method is shown in Figure 1.2. It can be contrasted with the diagrams of the empirical approaches shown in Figure 1.1. The validity of the proposed method is demonstrated using real synthetic aperture radar (SAR) data from the MSTAR public domain. This data set is obtained under a variety of depression angles and object configurations.

The remainder of this chapter is organized as follows. The next section reviews related research efforts, and highlights our contributions. Section 1.3
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invalidity, were calculated by assuming both bounded and Gaussian feature uncertainty models, in addition to uniform occlusion and clutter models. Lindauer [19] extended the modeling of clutter to include background objects of known shape, in addition to uniformly distributed random features. This hybrid model was incorporated into a statistical analysis to predict the number of features needed to guarantee recognition of a data object at a given confidence level. The analysis considered bounded feature uncertainty, as well as structural similarity between a given data object and background ones. Irving et al. [20] derived a theoretical bound on the ROC curve of an object detection task. The generalized likelihood-ratio test was used to discriminate between model objects at various poses and random clutter. The likelihoods of both clutter and model objects were modeled using 2D Poisson processes. Modeling object likelihood as a Poisson process was based on the assumption of independence of object views at discretized poses. This work considered bounded feature uncertainty, and uniform occlusion and clutter models.

The problem of discriminating objects from other model objects has received considerably less attention than object/clutter discrimination. This problem is obviously central to integrated performance prediction of object recognition. It requires consideration of not only data distortion but also object similarity. In addition, it requires consideration of the interaction between object similarity and data distortion. Lindauer [21] presented a probabilistic analysis for predicting lower and upper bounds on the amount of data features required to achieve a certain confidence level in object localization or recognition. Explicitly considered the similarity between different model objects, as well as the self-similarity between a model object and an instance of itself as a different relative pose. The data distortion factors considered were bounded uncertainty and occlusion. The analysis considered extreme cases in modeling the interaction between occlusion and similarity, thus resulting in the generation of relatively loose bounds. We note that the analysis presented in [19], outlined above, can be used in the context of object/object discrimination considering uncertainty and clutter, as well as object similarity. Gavrila and others [22] addressed the problem of predicting fundamental error in object pose estimation. In their work, objects were represented by templates at the pixel level. A minimum mean-square-error estimator, the Hilbert-Schmidt estimator, was used to estimate object pose in the presence of pixel uncertainty. Performance of object/object discrimination was determined partially empirically through the synthesis of distorted templates of one object, and then using the likelihood-ratio test, based on the Hilbert-Schmidt estimator, as a recognition criterion (refer to Figure 1.1(b)).

The methods outlined above are summarized and compared with our method in Table 1.1. This table highlights the main contribution of our work, namely the integration of uncertainty, occlusion, clutter, and similarity factors in a single approach for performance prediction. As shown in the table, previous methods considered only a subset of these factors. It can also be seen that our method is unique among other object/object discrimination methods.
Table 1.1. Comparison between performance-analysis methods (\( U, O, C \), and \( S \) denote uncertainty, occlusion, clutter, and similarity, respectively).

<table>
<thead>
<tr>
<th>Work</th>
<th>Discrimination</th>
<th>Data/Model Features</th>
<th>Transform. Factors</th>
<th>( U ) ( O ) ( C ) ( S )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grimson et al. [17]</td>
<td>object/cluster</td>
<td>2D/2D lines</td>
<td>rigid</td>
<td>X X X</td>
</tr>
<tr>
<td>Saratch [18]</td>
<td>object/cluster</td>
<td>3D/2D points</td>
<td>affine</td>
<td>X X X</td>
</tr>
<tr>
<td>Alber and Urmson [8]</td>
<td>object/cluster</td>
<td>2D/3D points &amp; lines</td>
<td>weak perm. X X X</td>
<td></td>
</tr>
<tr>
<td>Lindenbaum [19]</td>
<td>object/cluster</td>
<td>2D/2D boundary pts.</td>
<td>affine</td>
<td>X X X</td>
</tr>
<tr>
<td>Irving et al. [20]</td>
<td>object/cluster</td>
<td>2D/2D points</td>
<td>2D trans.</td>
<td>X X X</td>
</tr>
<tr>
<td>Lindenbaum [21]</td>
<td>object/object</td>
<td>2D/3D boundary pts.</td>
<td>rigid</td>
<td>X X X</td>
</tr>
<tr>
<td>Grimson et al. [22]</td>
<td>object/object</td>
<td>pixel-level templates</td>
<td>rotation</td>
<td>X X X</td>
</tr>
<tr>
<td>This work</td>
<td>object/object</td>
<td>2D/3D discretized pts. 2D transl.</td>
<td>X X X X</td>
<td></td>
</tr>
</tbody>
</table>

In that it considers point features. Another unique aspect of this work is not just the new theory but also the validation using real data. We note that parts of this work have appeared in [23, 24, 25].

1.3 Overview

In this section, we present an overview of the proposed performance-prediction method. Our problem can be formally defined as follows. We are given the following:

1. A set of model objects, \( \mathcal{M} = \{ \mathcal{M}_j \} \), where each object \( \mathcal{M}_j \) is represented by discretized locations of 2D point features, \( \mathcal{M}_j = \{ \mathcal{P}_{ij} \} \).
2. Statistical data distortion models.\( A \) data class of data/model transformations, \( \mathcal{T} \).

Our objective is to predict lower and upper bounds on OCR as a function of data distortion. We consider recognition to be successful only if the selected hypothesized object is the actual one, and the difference between the hypothesized pose and the actual one is small. The pose error can be represented by the relative pose of the hypothesized object with respect to the actual one. It is considered acceptable if it lies within a subspace, \( \mathcal{T}_{\text{acc}} \in \mathcal{T} \). We assume in this work that \( \mathcal{T}_{\text{acc}} = \{0\} \), i.e., only exact object location is acceptable.

A block diagram of the proposed method is shown in Figure 1.3. The main elements in this diagram can be described as follows:

- **Data-Distortion Models:** The data distortion factors are statistically modeled using uniform probability distribution functions (PDFs).\( \text{PDFs} \)

1. **Uncertainty:** The location of the data feature corresponding to a model feature is described by a uniform distribution. Notice that the uncertainty \( \text{PDFs} \) are discrete, since the feature locations considered in this work are discretized. We further assume that the \( \text{PDFs} \) associated with different model features are independent. We argue that such independence assumption is reasonable in most practical applications.

2. **Occlusion:** We assume that every subset of model features is equally likely to be occluded as any other subset of the same size. This assumption is more appropriate for modeling features that are missing due to inherent instability or imperfections of feature extraction. It is less suitable for modeling features that are missing due to being occluded by other objects, since it does not consider the spatial-correlation aspect among occluded/unoccluded features. Spatial correlation can be captured by using Markov random fields [5, 26, 27], at the expense of significantly increasing the complexity of the analysis. In Section 1.7, we outline a simpler approach that can implicitly consider the spatial-correlation factor, without increasing the analysis complexity.

3. **Clutter:** We assume that clutter features are uniformly distributed within a region surrounding the object. This distribution is useful for modeling random clutter, which does not have specific spatial structure. Modeling "structural" clutter requires analyzing its similarity with model objects. We note that the similarity-modeling concepts presented in this work can be used in modeling of structural clutter. This topic is a subject for future research.

- **Computation of Object Similarity:** The purpose of this stage is to compute the structural similarity information among all pairs of model objects. Our definition of object similarity depends on the amount of feature uncer-
certainty. In particular, the similarity between two model objects is directly proportional to feature uncertainty. This agrees with the intuitive observation that as different objects become more "blurred," it becomes more difficult to differentiate between them, which, in a sense, equivalent to saying that they become more "similar." The similarity between a model object, \( M_i \), and another one, \( M_j \), is defined as the number of votes for \( M_j \) given an uncertain instance of \( M_i \), i.e., an instance of \( M_i \) that is obtained by randomly perturbing its features. Accordingly, the number of votes for \( M_j \) is a random variable. The chosen definition of similarity depends on the relative transformation between \( M_i \) and \( M_j \), defined by transformation class \( T \). Accordingly, the similarity between \( M_i \) and \( M_j \) can be viewed as a probabilistic function, which we call the similarity function. The similarity information is encoded in two histograms, which we call all-similarity and peak-similarity histograms, to be described in Section 1.5.2. These histograms are used for predicting lower and upper PCR bounds, respectively.

• Computation of Performance Bounds: The objective of this stage is to compute PCR bounds. The computation is based on estimating the PDF of the votes for a specific erroneous object/poise hypothesis, given a "distorted" instance of a given model object. The estimation process takes into account the structural similarity between the model object and the erroneous hypothesis. The vote PDF is used to determine the probability of a recognition failure, which occurs if the erroneous hypothesis gets more or more votes than the distorted object. This information is integrated for potential erroneous hypotheses to determine the PCR bounds.

1.4 Data-Distortion Models

We formally model the effects of the three distortion factors considered in this work on a "perfect" model object. This modeling is used to determine the vote PDF in Sect. 1.4.2.

• Uncertainty: The effect of the uncertainty factor is to perturb locations of model features according to some PDF. Since this PDF is assumed to be uniform, it can be represented by a region. Let \( F_k \in M_i \) be a model feature, and \( F_k' \) be a distorted instance of it. Define \( R_k(F_k) \) to be the consistency region associated with \( F_k \). Such region bounds the possible locations of \( F_k \), given \( F_k \), i.e., \( F_k \in R_k(F_k) \). Likewise, we can say that \( F_k' \in R_k(F_k) \), where \( R_k(\cdot) \) is the reflection of \( R_k(\cdot) \) about the origin. Practically, \( R_k(\cdot) \) is the same as \( R_k(\cdot) \), because \( R_k(\cdot) \) is symmetric about the origin (e.g., circle, square). Accordingly, we assume in this work for simplicity that \( R_k(\cdot) = R_k(\cdot) \). An uncertain instance of \( M_i \) can be obtained by uniformly perturbing each of its features within corresponding consistency region. This can be formally represented as:

\[
\Delta_k(M_i, R_k(\cdot)) = \{ F_k(R_k(F_k)) : F_k \in M_i \},
\]

where \( \Delta_k(R) \) is a function that returns a feature selected randomly within region \( R \).

• Occlusion: The effect of occlusion is the elimination of some model features. An occluded instance of \( M_i \) can be formally defined as:

\[
\Delta_k(M_i, O) = M_i - \Delta_k(M_i, O),
\]

where \( \Delta_k(M_i, O) \) is a function that returns a subset of \( O \) features selected randomly from \( M_i \). For a fixed \( O \), all subsets generated by \( \Delta_k(M_i, O) \) are equally likely to occur, since we are assuming uniform occlusion.

• Clutter: The effect of clutter on a model object is the addition of spurious features to it. They are assumed to be uniformly distributed within a clutter region, \( R_c \), surrounding the model object. This region can have an arbitrary shape (e.g., bounding box of model features, convex hull, etc.). A cluttered instance of \( M_i \) can be defined as:

\[
\Delta_k(M_i, C, R_c, R_k) = M_i + \Delta_k(C, R_c - R_k),
\]

where \( \Delta_k(C, R) \) is a function that returns \( C \) features selected randomly within region \( R \), and \( R_c \) is a region that clutter features are excluded from falling into. The reason for including \( R_c \) is explained below.

• Combined Distortion: Consideration of the combined effects of uncertainty, occlusion, and clutter on a model object raises an ambiguous situation. It takes place when a model feature gets occluded and then a spurious feature falls within its consistency region. This ambiguity arises from the fact that this situation cannot be distinguished from the no-occlusion/no-clutter case. In order to simplify the analysis, we assume the latter case. This can be modeled by restricting the clutter features to lie outside region \( R_c \), defined as the union of the consistency regions of occluded features. We refer to \( R_c \) as the effective clutter region. A distorted instance of \( M_i \), \( \Delta_k(M_i, O, C, R_k) \), can be obtained by first occluding \( O \) features of \( M_i \), perturbing unoccluded ones within their consistency regions \( R_k(\cdot) \), and then randomly adding \( C \) clutter features within the effective clutter region \( R_c \). This can be represented formally as:

\[
\Delta_k(M_i, O, C, R_c) = \Delta_k(M_i, O, C, R_k),
\]

where \( \Delta_k(M_i, O, C, R_c) \) is a function that returns a cluttered instance of \( M_i \). Figure 1.4 shows an example of the distortion process.

1.5 Computation of Object Similarity

In this section, we formally define a measure of the structural similarity between model objects, and outline the method used to construct the similarity histograms.
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Figure 1.4. An illustration of the different stages of the distortion process: (a) original object consisting of six features (dark circles), (b) after occlusion (O = 2; small circles represent occluded features), (c) after perturbation (R = 1; small double circles represent locations of features before perturbation), (d) after clutter (C = 2; small crosses represent clutter features; notice absence of clutter features inside consistency regions of the two occluded features), (e) distorted object.

1.5.1 Definition of Object Similarity

We introduce a number of definitions that lead to a definition of the similarity between a pair of model objects.

- Vote-Based Criterion: Let \( M^1_i = \{ F^1_{i,j} \} \) be object \( M_i \) at pose \( \theta \in T \) with respect to a data object, \( \hat{M}_i \). We refer to \( M^1_i \) as a hypothesis of object \( M_i \) at location \( \theta \). The votes for \( M^1_i \), given \( \hat{M}_i \), is the number of features in \( M^1_i \) that are "consistent" with at least a data feature in \( \hat{M}_i \). A model feature, \( F^1_{i,j} \in M^1_i \), is said to be consistent with a data feature, \( R_i \in \hat{M}_i \), if \( R_i \) falls within the consistency region of \( F^1_{i,j} \), i.e., \( R_i \in R_i(F^1_{i,j}) \). Accordingly, we can formally define the votes for \( M^1_i \) given \( \hat{M}_i \) as follows:

\[
\text{VOTES}(M^1_i; \hat{M}_i) = \{ F^1_{i,j} \in M^1_i \mid \exists R_i \in \hat{M}_i \text{ s.t. } R_i \in R_i(F^1_{i,j}) \}. \tag{1.1}
\]

- Feature/Feature Similarity: Let us assume that we are given a pair of model features, \( F_{i,a} \in M_i \) and \( F_{i,b} \in M^1_i \), where \( M^1_i \) is a hypothesis of object \( M_i \) at location \( \theta \in T \) with respect to object \( M_i \). The similarity between \( F_{i,a} \) and \( F_{i,b} \), denoted by \( S_{FF}(F_{i,a}, F_{i,b}) \), is defined as the probability that an uncertain measurement of \( F_{i,a} \) is consistent with \( F_{i,b} \). Formally, we have

\[
S_{FF}(F_{i,a}, F_{i,b}) = \frac{\text{AREA}(R(F_{i,a}) \cap R(F^1_{i,b}))}{\text{AREA}(R(F_{i,a}))},
\]

where \( \text{AREA}(R) \) is area of region \( R \). Obviously, \( S_{FF}(F_{i,a}, F_{i,b}) \) lies in the range \([0,1]\). It is proportional to the extent of overlap between the consistency regions of \( F_{i,a} \) and \( F^1_{i,b} \) \( (R(F_{i,a}) \text{ and } R(F^1_{i,b})) \). Figure 1.5 illustrates \( S_{FF}(F_{i,a}, F^1_{i,b}) \) as a function of \( \Gamma_i \) for a sample set of three consistency regions. In some cases, we refer to feature pairs with overlapping/nonoverlapping consistency regions as similar/dissimilar feature pairs, respectively.

- Object/Feature Similarity: We define the similarity between an object, \( M_i \), and a feature, \( F^1_{i,b} \in M^1_i \), as the probability that \( F^1_{i,b} \) is consistent with an uncertain measurement of any feature in \( M_i \). We can formally define object/feature similarity, denoted by \( S_{OF}(M_i, F^1_{i,b}) \), as

\[
S_{OF}(M_i, F^1_{i,b}) = 1 - \prod_1(1 - S_{FF}(F_{i,a}, F^1_{i,b})).
\]

- Object/Hypothesis Similarity: Let us denote the similarity between \( M_i \) and \( M^1_i \) as \( S_{OH}(M_i, M^1_i) \) or simply \( S^O_i \). We define \( S^O_i \) as the number of votes for hypothesis \( M^1_i \), given an uncertain instance of \( M_i \), which is \( D_{OH}(M_i, M^1_i)(\text{refer to Section 1.4)}. \) Formally,

\[
S^O_i = \text{VOTES}(M^1_i; D_{OH}(M_i, R_i())).
\]

It is obvious that \( S^O_i \) is a random variable. The minimum value of \( S^O_i \) is the number of coincident feature pairs of \( M_i \) and \( M^1_i \). It can be expressed as

\[
\min(S^O_i) = | \{ F^1_{i,b} : S_{OF}(M_i, F^1_{i,b}) = 1 \} |.
\]
On the other hand, the maximum value of \( S^\ast_j \) is the number of features of \( M^*_i \) that are similar to features in \( M_i \) (i.e., whose consistency regions overlap with consistency regions of features in \( M_i \)). Thus,

\[
\max(S^\ast_j) = | \{ F^*_j : S_{ij}(M_i, F^*_j) > 0 \} |.
\]

The expected value of \( S^\ast_j \) can be approximated as

\[
E(S^\ast_j) = \sum_k S_{ij}(M_i, F^*_k),
\]

where \( F^*_k \in M^*_i \). Figure 1.6 shows an example of object/hypothesis similarity.

**Figure 1.6.** An illustration of object/hypothesis similarity. Notice that there are three similar feature pairs with feature(feature similarity values of approximately \( \frac{1}{3}, \frac{2}{3} \) and 1. Accordingly, we have \( S^\ast_j \leq \frac{1}{3} \) and \( E(S^\ast_j) = \frac{2}{3} \).}

- **Uniform Model of Object/Hypothesis Similarity:** In order to make the prediction of PCR bounds mathematically tractable, we make the following reasonable assumptions about \( M_i, M^*_i \) and the structure of their similar feature pairs:
  1. The consistency regions of the features that belong to each of \( M_i \) and \( M^*_i \) are not overlapping.
  2. The correspondence between similar features in \( M_i \) and \( M^*_i \) is bijective (one-to-one).
  3. The feature(feature similarity between every pair of similar features is a constant value, \( F^*_j \). It is the average object(feature similarity of the features in \( M^*_i \) that are similar to features in \( M_i \).

The above assumptions result in a "uniform" view of the structural similarity between object \( M_i \) and hypothesis \( M^*_i \). As an illustration, Figure 1.7 shows the uniform model corresponding to the object/hypothesis pair shown in Figure 1.6. The uniform similarity model leads to the approximation of the PDF of \( S^\ast_j \) by the following binomial distribution:
where \( P_X(x) = \text{Pr}(X = x) \), \( R_x(x; n, p) = K(n, x)p^n(1 - p)^{n-x} \), \( K(n, b) = \binom{n}{b}b^b(1 - b)^{n-b} \).

\[ N_j^x = \max (S_j^x) \text{, and} \]
\[ P_j^x = R(S_j^x) \]

Figure 1.7. Uniform similarity model for object/hypothesis pair shown in Figure 1.6. Notice that similar feature pairs have constant feature/feature similarity, \( P_j^x = \frac{1}{2} \) and \( N_j^x = 3 \).

• **Object/Object Similarity:** The similarity between a pair of objects, \( M_i \) and \( M_j \), is defined as the object/hypothesis similarity \( S_j^x \), for all \( j \in \mathcal{T} \). Thus, object/object similarity can be viewed as a probabilistic function. As an illustration, Figure 1.8(a) shows a pair of simple model objects. The corresponding expected-similarity function, \( R(S_j^x) \), is shown in Figure 1.8(b). Note that peaks in the expected-similarity function correspond to object hypotheses that have a higher degree of similarity with \( M_i \) than neighboring ones. A sample of these hypotheses, referred to as peak hypotheses, is shown in Figure 1.9. In our work, peak hypotheses are used for predicting an upper bound on PCR.

**1.5.2 Construction of Similarity Histograms**

As discussed in the previous section, we describe the object/hypothesis similarity between \( M_i \) and \( M_j \) by two parameters, \( (N_j^x, P_j^x) \). For our purpose of performance prediction, we add two more parameters:

1. The size of \( M_i \), \( |M_i| \).
2. The effective size of \( M_j^x \), \( |M_j^x \cap R_c| \), which is the number of features of \( M_j^x \) that lie inside the clutter region \( R_c \).

Figure 1.8. An illustration of object/object similarity: (a) model objects \( M_i \) and \( M_j \), (b) corresponding expected-similarity function, \( R(S_j^x) \), assuming four-neighbor consistency region, and 3D translation space.

Thus, we encode the information of object/hypothesis similarity using tuple \((|M_i|, |M_j^x \cap R_c|, N_j^x, P_j^x)\). Accordingly, the similarity information is accumulated in 4D histograms.

Two similarity histograms are needed in our work, one for storing similarity information corresponding to all erroneous hypotheses, and the other

\( ^3 \) When calculating the effective size of \( M_j^x \), we have also included features of \( M_j^x \) that lie outside \( R_c \) but are similar to features in \( M_i \).
for storing information corresponding to peak hypotheses only. They are referred to as all- and peak-similarity histograms, respectively. The algorithm used to construct these histograms is outlined in Figure 1.10. It calculates the similarity between every model object $M_i$, and all the erroneous hypotheses competing with it. The erroneous hypotheses are selected to satisfy the following two criteria:

1. Each has at least one feature inside clutter region $R_c$.
2. For hypotheses that belong to $M_i$, the relative pose, $\tau$, lies outside $T_m$.

The similarity information associated with $M_i$ is accumulated in local all- and peak-similarity histograms, $ASH_i$ and $PSH_i$, respectively. These histograms, for all $M_i \in MD$, are then added to form global similarity histograms, $ASH$ and $PSH$, respectively.

![Figure 1.9. Three hypotheses corresponding to peaks A, B and C shown in Fig. 1.8(b), assuming four-neighbor consistency region.](image)

![Figure 1.10. Similarity-computation algorithm.](image)

1.6 Computation of Performance Bounds

In this section, we derive the PDF of votes for an erroneous hypothesis, and use this PDF for predicting lower and upper bounds on PCR.

1.6.1 Motivating Example

We start by presenting an example to illustrate the combined effects of data distortion and object similarity on the vote process. This example, illustrated in Figure 1.11, assumes the uniform model of similarity between $M_i$ and $M_i^*$, which is defined in Section 1.5.1. It can be described as follows:

- Prior to being distorted, $M_i$ has five votes, since it consists of five features. On the other hand, $M_i^*$ does not have any features of $M_i$ within the consistency regions of its features. Accordingly, it gets no votes.
- The first distortion step involves occlusion of two features in $M_i$. Obviously, this reduces the number of votes for $M_i$ from five to three. At this point, $M_i^*$ still does not get any votes. Notice that the number of similar feature pairs between $M_i$ and $M_i^*$ decreases from three (which is $N_i^*$; refer to Section 1.5.1) to two.
- The second step involves randomly perturbing the three unoccluded features in $M_i$ within their consistency regions. This keeps the number of votes for $M_i$ at three. On the other hand, observe that both of the two unoccluded similar features of $M_i$ move to the regions that overlap with the consistency regions of their corresponding similar features in $M_i^*$. This contributes two votes to $M_i^*$. 


The number of votes for $\mathcal{M}^c$, denoted by $V^c$, comes from two different sources: (1) object $\mathcal{M}_o$, due to structural similarity (second distortion step in Figure 1.11), and (2) clutter features, due to random coincidence (third distortion step in Figure 1.11). Thus, $V^c$ is a random variable that can be expressed as follows:

$$V^c = V_s + V_c,$$

where $V_s$ and $V_c$ are random variables that represent similarity and clutter votes for $\mathcal{M}^c$, respectively.

The number of similarity votes, $V_s$, is bounded by the number of similar feature pairs that remain unoccluded, which we denote by $N_s$ (obviously, $N_s \leq N^c$).

In the above example, it can be seen that $V_s = 2$, $V_c = 2$, and $N_s = 2$. In the next section, we use these three random variables to determine the PDF of $V^c$.

1.6.2 Probability Distribution of Hypothesis Votes

In order to determine the PDF of $V^c$, we need to determine the PDFs of $V_s$ (number of similarity votes), $V_c$ (number of clutter votes), and $N_c$ (number of unoccluded similar features). In the previous section, we have seen that $V_c$ depends on $N_c$. Accordingly, we can express the PDF of $V_c$ as

$$P_{V_c}(v_c; n_c) = \sum_{n_s} P_{V_s}(v_s; n_s)P_{N_c}(n_c),$$

where $P_{V_s}(v_s; n_s) = \text{Pr}(V_s = v_s; N_s = n_s)$. From (1.3) and (1.4), we can represent the PDF of $V^c$ as

$$P_{V^c}(v^c) = \sum_{n_c} P_{V^c}(v^c; n_c)P_{N_c}(n_c),$$

where

$$P_{V^c}(v^c; n_c) = \sum_{n_s} P_{V_s}(v_s; n_s)P_{V_c}(v_c = v_s; n_s, n_c)$$

and $P_{V_s}(v_s; n_s) = \text{Pr}(V_s = v_s; N_s = n_s, V_c = v_c)$. We estimate the PDF of $N_c$ and the conditional PDFs of $V_s$ and $V_c$ based on the uniform models of data distortion and structural similarity, presented in Sections 1.4 and 1.5.1, respectively.

- PDF of $N_c$: The process of occluding $O$ features in $\mathcal{M}_o$ can be viewed as picking $O$ balls from an urn, which contains $N^c$ white balls and $|\mathcal{M}_o| - N^c$ black balls, with no replacement. In our case, the white (black) balls represent features in $\mathcal{M}_o$ that are similar (dissimilar) to features in $\mathcal{M}^c$. Based on the
uniform occlusion and similarity models, the PDF of \( N_v \) can be described by the following hypergeometric distribution,

\[
P_{N_v}(n_v) = H_{N_v}(N_v' - n_v; n_v, C, N_v' - N_v'),
\]

where \( H_{N_v}(\text{a}; \text{b}, \text{c}) = \frac{\text{b}!\text{c}!\text{a}!}{\text{c}!\left(\text{a} - \text{c}\right)!\text{b}!} \), Note that

\[n_v \in \left[\max(0, N_v' - O), \min(N_v', | M_t | - O)\right].\]

- **Conditional PDF of \( V_t \):** It can be easily shown that the conditional PDF of \( V_t \) is represented by the following distribution/binomial distribution:

\[P_{V_t}(v_t; n_v) = B_{V_t}(v_t; n_v, P^v).\]

This distribution is obtained based on the assumptions of uniform uncertainty and similarity models. Notice that \( P^v = 1 \) implies \( v_t = 0 \), while \( P^v = 0 \) implies \( v_t = n_v \).

- **Conditional PDF of \( V_t \):** The estimation of the PDF of \( V_t \) is considerably more involved than those of \( N_v \) and \( V_t \). It can be outlined as follows. Let \( R_{C_t} \subset R \) be the largest region such that a cluster feature falling within it will contribute a vote for \( M^v \). Region \( R_{C_t} \) is the union of the consistency regions of features in \( M_t^v \cap R \) that do not have any features of \( M_t \) within their consistency regions. They are basically all the features of \( M_t^v \cap R \) minus those that have similar features of \( M_t \) within their consistency regions.

A slight complexity arises from our cluster modeling explained in Section 1.4: features in \( M_t^v \cap R \) that are similar to occluded features in \( M_t \) are effectively associated with "truncated" consistency regions. Figure 1.12 shows an example of \( R_{C_t} \). Based on the assumption of uniform similarity, we can show the following:

1. The area of a truncated consistency region is \( \text{AREA}(R_{C_t}((1 - P^v) \text{v}_t)) \).
2. The numbers of potential vote-contributing features with truncated full consistency regions are \( n_v = N_v' - n_v \), and \( n_t = N_t^v' - N_t - v_t - n_v \), respectively.

Splitting the effective cluster region \( R_{C_t} \) into two subregions, \( R_{C_t} \) and \( R_{C_t} - R_{C_t} \), we can approximate the conditional PDF of \( V_t \) by the following binomial distribution,

\[P_{V_t}(v_t; n_v, v_t) = P_{V_t}(v_t; n_v, \text{AREA}(R_{C_t}))/\text{AREA}(R_{C_t})\),

where

\[\text{AREA}(R_{C_t}) = \text{AREA}(R_{C_t}((1 - P^v)\text{v}_t))\text{, and}\]

\[\text{AREA}(R_{C_t}) = \text{AREA}(R_{C_t} - O) \times \text{AREA}(R_{C_t}))\text{.}\]

The lower bound of \( v_t \) is 0, while the upper bound is either \( \min(n_v + n_v, C) \) if \( P^v < 1 \), or \( \min(n_v, O) \) if \( P^v = 1 \).

\[P^v = 1\text{, otherwise.}\]

\[\text{The area of } R_{C_t}\text{ is calculated by assuming, for simplicity, that cluster region } R_{C_t}\text{ totally covers the consistency regions of the features of } M_t.\]

### 1.6.3 Lower Bound on PCR

Let \( \mathcal{H} \) be the set of erroneous object-pose hypotheses corresponding to \( M_t \). It can be defined as

\[\mathcal{H}_a = \{M_a^v : M_a \in \mathcal{M}D \text{ and } \nu_t \in D_t \text{ s.t. } M_a^v \cap R_{C_t} > 0\} = \{M_a^v : \nu_t \in \mathcal{T}_a\}.\]

We can express the probability of misinterpreting a distorted instance of \( M_t \), \( \mathcal{M}_a \), as any hypothesis in \( \mathcal{H}_a \), as

\[Pr[\mathcal{H}_a; A_t] = Pr[\exists M_a^v \in \mathcal{H}_a \text{ s.t. } V_t^v \geq V_t].\]

The probability that \( M_a^v \) "beats" \( M_t \) (i.e., \( M_a^v \) reaches or exceeds votes for \( M_t \)) can be obtained from (1.2) and (1.6):

\[Pr[\mathcal{M}_a^v; A_t] = \sum_{\nu_t \geq \nu_t} P_{V_t}(\nu_t^v).\]

From (1.8) and (1.9), we obtain the following upper bound on the probability of recognition failure:

\[Pr[\mathcal{H}_a; A_t] < \sum_{M_a^v \in \mathcal{H}_a} Pr[\mathcal{M}_a^v; A_t].\]

The above inequality directly leads to the following lower bound on PCR:

\[Pr[M_t^v; A_t] > 1 - \sum_{M_a^v \in \mathcal{H}_a} Pr[\mathcal{M}_a^v; A_t].\]

From the derivation of the vote PDF discussed in the previous section, we can observe that \( V_t^v \) and, in turn, \( Pr[M_t^v; A_t] \) depend only on four object-dependent parameters: size of \( M_t \), effective size of \( M_t^v \), and the two similarity parameters \((N_v', P^v)\). Define

\[\text{Figure 1.12: An illustration of the cluster vote region } R_{C_t}, \text{ assuming the uniform model of similarity between } M_t^v \text{ and } M_t.\]
Michael Bishara and Bir Bhanu

\[ W(a, b, c, d) = \text{Pr}[M_i^a; \tilde{M}_d] \]
such that \( a = [M_i, b = M_i^c \cap R_d, c = N_j^a \] and \( d = [N_j^a]^c + \frac{1}{2} \).

Equation (1.10) can be rewritten as

\[ \text{Pr}[M_i; \tilde{M}_d] > 1 - \sum_a \sum_b \sum_{c,d} ASH_i(a, b, c, d)W(a, b, c, d). \]  (1.11)

Taking the average of (1.11) over all model objects in the model set \( \mathbb{M}_D \), we obtain the following lower bound on average PCR for \( \mathbb{M}_D \):

\[ \text{PCR}(\mathbb{M}_D) > 1 - \frac{1}{|\mathbb{M}_D|} \sum_i \sum_{b,c} \sum_{d} ASH_i(a, b, c, d)W(a, b, c, d). \]  (1.12)

where

\[ ASH_i(a, b, c, d) = \sum_{c,d} ASH_i(a, b, c, d). \]

1.6.4 Upper Bound on PCR

In this section, we present three possible upper bounds on PCR. These bounds differ from each other in the degree of their tightness, and their reliance on assumptions.

The first upper bound can be obtained by observing that recognition fails if any hypothesis in \( \mathbb{H}_i \) beats \( M_i \). The probability that this event takes place for a given hypothesis, \( M_i^a \), is \( \text{Pr}[M_i^a; \tilde{M}_d] \), which is defined in (1.9). The maximum of these probabilities among all hypotheses in \( \mathbb{H}_i \) forms a lower bound on the probability of recognition failure. This directly leads us to the following upper bound on PCR:

\[ \text{Pr}[M_i; \tilde{M}_d] < 1 - \max_{\tilde{M}_d} \text{Pr}[M_i^a; \tilde{M}_d], \]  (1.13)

where \( M_i^a \in \mathbb{H}_i \). Obviously, we do not expect this bound to be tight, since it involves only a single erroneous hypothesis.

One possible approach for obtaining a bound that is tighter than the one in (1.13) is to consider a subset of the hypotheses in \( \mathbb{H}_i \), and rank the assumption that the vote PDFs for these hypotheses are independent. Obviously, the vote independence assumption is not reasonable among adjacent hypotheses due to the overlap of their consistency regions. We propose to consider hypotheses that correspond to peaks in the expected similarity function (refer to Section 1.5.1). The rationale behind such a choice can be outlined as follows:

- Peak hypotheses tend to occur at random locations, which makes the vote-independence assumption among them more reasonable than when applied to adjacent ones.

\begin{itemize}
  \item Peak hypotheses have a higher degree of similarity with given model object \( M_i \), than neighboring ones. Accordingly, we can say that a distant instance of \( M_i \) is more likely to be misinterpreted as a peak hypothesis than an off-peak neighbor.
\end{itemize}

Let \( \mathbb{H}_p = \{ M_i^a : M_i^a \in \mathbb{H}_i \} \) and \( \tau_i \) be a peak in \( E(S_i) \). Based on the vote-independence assumption, we can obtain the following upper bound on PCR:

\[ \text{Pr}[M_i; \tilde{M}_d] < \min_{\tau_i} \prod_{M_i^a \in \mathbb{H}_p} (1 - \text{Pr}[M_i^a; \tilde{M}_d]), \]  (1.14)

where \( M_i^a \in \mathbb{H}_p \). This upper bound is tighter than the one defined in (1.13), since it considers a representative subset of model hypotheses that belong to a single object, instead of just a single hypothesis as in (1.13).

In order to obtain a bound that is tighter than the one in (1.14), we need to consider hypotheses in \( \mathbb{H}_i \) that belong to all model objects, not just a single object as in (1.14). One possible way of achieving this goal is to make the assumption that the vote PDFs for peak hypotheses that belong to different model objects are independent. This assumption leads us to the following upper bound,

\[ \text{Pr}[M_i; \tilde{M}_d] < \prod_{\tau_i} (1 - \text{Pr}[M_i^a; \tilde{M}_d]), \]  (1.15)

where \( M_i^a \in \mathbb{H}_p \). We note that the above assumption can be invalid in some extreme cases, such as when two of the model objects are identical or very similar. However, we argue that it is reasonable in many practical scenarios. For example, let us consider the domain of object recognition using SAR data, which is the main motivation behind our effort (see the experimental results in Section 1.7). It is well known that the features extracted from a SAR image are extremely sensitive to the geometry of the object shape. Accordingly, even in the presence of similar objects, we can expect the corresponding feature sets to be considerably different [15].

In our experiments, we use the tightest bound defined in (1.15). This bound can be rewritten as

\[ \text{Pr}[M_i; \tilde{M}_d] < \prod_{a,b,c} \prod_{d} (1 - W(a, b, c, d))^\text{PDF}_{(a,b,c,d)}. \]  (1.16)

Taking the geometric mean of (1.16) for all model objects in \( \mathbb{M}_D \), we obtain an estimate of the upper bound of PCR corresponding to \( \mathbb{M}_D \):

\[ \text{PCR}(\mathbb{M}_D) < \prod_{a,b,c} \prod_{d} (1 - W(a, b, c, d))^{\text{PDF}_{(a,b,c,d)}}, \]  (1.17)
where

\[ PSH(a, b, c, d) = \sum PSH_i(a, b, c, d). \]

1.7 Experimental Validation

In this section, we validate the proposed prediction method by comparing predicted bounds on performance with actual ones determined empirically.

1.7.1 Recognition Task

The recognition task that we consider in this work involves recognition of objects using SAR data [10]. We use real data from the MSTAR public domain [26]. The model set consists of a number of objects, which are military targets. Each object is represented by a number of SAR views that sample its signature at several azimuth angles and a specific depression angle. We consider each view as an independent 2D "object." Each model or data view is represented by locations of scattering centers, which are image peaks. These scattering centers correspond to eight-neighbor peaks. The features of each object are the 30 peaks that are strongest in magnitude of radar returns. Recognition involves comparing peaks extracted from data and model views assuming that the space of applicable transformations, \( T \), is discrete 2D translations in the image plane [5, 10].

1.7.2 Model and Test Sets

Our model set consists of three objects, which are T72, BMP2, and BTR70. The numbers of views for these objects are 231, 253, and 233, respectively, and so the total number of views is 677. All of these views are obtained at depression angle \( 17^\circ \). Figure 1.13 shows a representative sample of a single view for each object, along with associated scattering centers.

The test data consists of seven sets, \( TD_h \) through \( TD_l \). They are classified into two groups depending on whether the data distortion in the set is synthetic or real.

1. Synthetic-Distortion Group: This group consists of sets \( TD_1 \) through \( TD_5 \). It is obtained by synthetically distorting the model set, following the distortion process outlined in Section 1.4. We have added the constraints that no features are eight-neighbors, in order to simulate the process of peak extraction. The distortion in each set is characterized by specific consistency and clutter regions, and a number of occlusion/clutter (O/C) values. Notice that the numbers of occluded and clutter features are always the same in our case, since we are considering a fixed number of features.

2. Real-Distortion Group: This group consists of two sets, \( TD_6 \) and \( TD_7 \). These sets correspond to variants of the model set involving real distortion. The first set, \( TD_6 \), is obtained by changing the configurations of the model objects [6]. Examples of changing the object configuration are using different flash lights, changing numbers of barrels, etc. The second set, \( TD_7 \), is obtained by changing the depression angle from \( 17^\circ \) to \( 19^\circ \). Note that due to the nature of the SAR imaging process, such a small angle change can result in a significant variation in the object signature [26]. For both sets, the distortion parameters are determined as follows. The
Table 1.2. Description of the test sets used in the experiments.

<table>
<thead>
<tr>
<th>Set</th>
<th>Distortion</th>
<th>Consistency</th>
<th>Cluster Regions</th>
<th>Occluded</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$TD_1$ synthetic</td>
<td>0-neighbor</td>
<td>convex hull</td>
<td>1, 16, 19, 20</td>
<td>4 x 697 x 16</td>
<td></td>
</tr>
<tr>
<td>$TD_1$ synthetic</td>
<td>2-neighbor</td>
<td>convex hull</td>
<td>1, 2, 3, 4, 9, 10, 11</td>
<td>4 x 697 x 16</td>
<td></td>
</tr>
<tr>
<td>$TD_1$ synthetic</td>
<td>3-neighbor</td>
<td>convex hull</td>
<td>1, 2, 3, 4, 9, 10, 11</td>
<td>4 x 697 x 16</td>
<td></td>
</tr>
<tr>
<td>$TD_1$ synthetic</td>
<td>4-neighbor</td>
<td>convex hull</td>
<td>1, 2, 3, 4, 9, 10, 11</td>
<td>4 x 697 x 16</td>
<td></td>
</tr>
<tr>
<td>$TD_1$ synthetic</td>
<td>5-neighbor</td>
<td>convex hull</td>
<td>1, 2, 3, 4, 9, 10, 11</td>
<td>4 x 697 x 16</td>
<td></td>
</tr>
<tr>
<td>$TD_1$ synthetic</td>
<td>6-neighbor</td>
<td>convex hull</td>
<td>1, 2, 3, 4, 9, 10, 11</td>
<td>4 x 697 x 16</td>
<td></td>
</tr>
<tr>
<td>$TD_2$ Δ config</td>
<td>0-neighbor</td>
<td>convex hull</td>
<td>1, 2, 3, 4, 9, 10, 11</td>
<td>4 x 697 x 16</td>
<td></td>
</tr>
<tr>
<td>$TD_2$ Δ config</td>
<td>2-neighbor</td>
<td>convex hull</td>
<td>1, 2, 3, 4, 9, 10, 11</td>
<td>4 x 697 x 16</td>
<td></td>
</tr>
<tr>
<td>$TD_2$ Δ config</td>
<td>4-neighbor</td>
<td>convex hull</td>
<td>1, 2, 3, 4, 9, 10, 11</td>
<td>4 x 697 x 16</td>
<td></td>
</tr>
<tr>
<td>$TD_2$ Δ config</td>
<td>6-neighbor</td>
<td>convex hull</td>
<td>1, 2, 3, 4, 9, 10, 11</td>
<td>4 x 697 x 16</td>
<td></td>
</tr>
</tbody>
</table>

Consistency and clutter regions, $R_c(\cdot)$ and $R_n$, are empirically chosen to be four-neighbor region and convex hull of view features, respectively. The O/C value is estimated for each test view through finding the best matching model view within a difference of ±3° azimuth angles, and counting the number of unmatched features. In the case of the absence of a model view within ±3° azimuth angles, the test view is matched with the available model one that is closest in azimuth. The lower section of Table 1.2 summarizes the two real sets.

Note that our models are defined from real data that may in fact contain some distortions. Thus, our notion of occlusion and clutter is relative, not absolute. That is, a spurious feature in the model view that does not match any feature in the test view is considered as a true model feature that is occluded. Furthermore, a true feature in the test view that is missing in the model view is considered as a clutter feature. Obviously, recognition performance would be improved through learning the true model features, or by giving a variety of weights to the model features depending on the probability that they correspond to true features. This topic is beyond the scope of this work.

1.7.3 Results

Our selected performance measure is PCR as a function of data distortion, in particular, the occlusion/clutter ratio (O/C). As mentioned, the consistency and clutter regions are assumed to be fixed for each test set. The empirical performance is determined using an object recognition system, which uses the vote-based criterion defined in (1.1). The recognition system examines all the relevant translations between a given test view, and each model one. The translations examined are defined by the bounding box on the translations that lead to at least a single match between a test feature and a model one. Accordingly, the performance determined by the recognition system is optimal, assuming the given vote-based criterion. The predicted bounds are obtained as described in Section 1.6 with two minor modifications. The first one involves the clutter region. Notice that in our experiments, the exact shape of the clutter region is not fixed, but differs from one view to another. Accordingly, AREA($R_c$) is replaced by the average of clutter-region areas for all model views. Recall that AREA($R_c$) is used when calculating the vote PDF of an erroneous hypothesis (refer to Section 1.6.2). The second modification involves the conditional PDF of clutter votes, defined in (1.7). Notice that in our recognition task, image peaks cannot be eight-neighbors. This fact needs to be considered in the estimation of the clutter vote PDF, in order to obtain more accurate probability bounds. An approximate method for estimating such a PDF is presented in the Appendix.

We first analyze the results involving the synthetic-distortion test group. Figures 1.14 and 1.15 show actual and predicted performance plots for the test sets $TD_1$ through $TD_2$. From these figures, we observe the following:

- In all cases, our method consistently succeeds in predicting reasonably tight bounds on actual performance.
- The predicted lower bounds consistently predict the actual breakpoint in performance with high accuracy. In all cases, the breakpoint in the lower bound plot either coincides with the actual one, or occurs very slightly before it.
- The prediction method confirms the intuitive observation that performance degrades when the size of the consistency region increases. This can be observed by comparing Figures 1.14(a)–(c). The method also confirms the intuitive observation that performance improves when the density of clutter features decreases, which takes place when the size of the clutter region increases. Again, this can be observed by comparing Figures 1.14(b), 1.15(a), and 1.15(b).
- The predicted lower bound is consistently very close to the actual PCR plot along the knee section, defined as the section between the first two breakpoints in the plot. In all cases, the difference between the lower bound and corresponding PCR in the knee section is less than 3%. Beyond the knee section, the lower bound diverges. This observation can be explained as follows. Let $H_a(D) \supset H_b$ be set of erroneous hypotheses that simultaneously beat true hypothesis at distortion level $D$, where $D = O.C$.

At relatively low levels of distortion, the probability that more than one erroneous hypotheses will simultaneously beat the true one is negligible compared to that of only a single erroneous hypothesis. Accordingly, in case of recognition failure at low distortion levels, $H_a(D)$ has only a single element in most cases. This makes the lower bound defined in (1.10) an estimate of the actual performance. However, as distortion increases, the above assertion cannot be valid, which makes the lower bound in (1.10)

a strict one.

- The predicted upper bound becomes less tight beyond the breakpoint of performance, but then becomes very tight towards the end of the plot. This can be explained as follows. It is easy to see that the size of $H_a(D)$ is

1 This is assuming we do not have identical or very similar model objects.
Figure 1.14. Actual and predicted PCR plots for synthetic-distortion sets involving different consistency regions: (a) $TP_{i}$, (b) $TP_{ii}$, (c) $TP_{iii}$.

Figure 1.15. Actual and predicted PCR plots for synthetic-distortion sets involving different clutter regions: (a) $TP_{i}$, (b) $TP_{ii}$.

Proportional to $D$. At low distortion levels, the size of $\mathcal{H}(D)$ is small, and the probability that it has no peak hypothesis is generally high. Accordingly, the upper bound defined in (1.15) becomes a less tight one (recall that this upper bound represents the probability that no peak hypothesis beats the true one). Note that we can quantitatively measure the tightness of the upper bound using the ratio

$$F = \frac{1 - \text{predicted upper bound}}{1 - \text{actual PCR}}$$

where $F \in [0, 1]$. As distortion increases, the size of $\mathcal{H}(D)$ increases as well, and the probability it has no peak hypothesis decreases. This increases the tightness of the upper bound, until it eventually coincides with the actual PCR, at which case $F$ becomes equal to one.
A goal of our research is to develop statistical techniques for learning uncertainty, occlusion, and clutter models. The topic of learning distortion models has received some attention in the literature, particularly in learning distributions of feature positional uncertainty [29]. We present here an initial method for learning the statistical model of occlusions, for the purpose of performance prediction. A possible direct approach is to learn the spatially correlating occlusion model from training data (e.g., using Markov random fields [26]), and then use it to determine the prediction bounds. In particular, the occlusion model can be used to determine the PDF of the number of unoccluded similar features (PDF of \( N^\text{u} \)), which is subsequently used to determine the PDF of votes for an erroneous hypothesis (see Section 1.6.2). The difficulty with this approach is that it involves not only a spatially correlating occlusion model, but also a spatially correlating similarity model, one that considers the spatial correlation among similar/dissimilar feature pairs. Fortunately, in the context of our problem, there is a significantly simpler approach: instead of learning the spatially correlating occlusion and similarity models, and then estimating their combined effect on the PDF of \( N^\text{u} \), we directly learn the PDF of \( N^\text{u} \).

The learning process can be outlined as follows:

1. We use half of the test set for the learning process (odd-numbered views).
2. For each selected test view, \( X_d \), we search for the best matching model view, \( M \), as described earlier when estimating the distortion rate for a test view (see Section 1.7.2). From this match, we eliminate unmatched features of \( M \). The resulting view, \( X_d \), corresponds to model view \( M \) after occlusion, but without either uncertainty or clutter.
3. For each erroneous hypothesis corresponding to \( M \), \( N^\text{u} \) in \( X_d \), we calculate the number of similar feature pairs with each of \( M \) and \( X_d \), denoted by \( N^\text{u} \) and \( N^\text{u} \), respectively.
4. For each tuple \( (X_d, N^\text{u}) \), we construct a histogram corresponding values of \( N^\text{u} \) to estimate the conditional PDF of \( N^\text{u} \).

We have replaced the PDF of \( N^\text{u} \) defined in (1.6) by the learned PDF. The resulting new predicted bounds are shown in Figures 1.16(a) and 1.16(b) for test sets \( T_D \) and \( T_D \), respectively. Comparing these figures to the corresponding ones in Figure 1.15, we observe that the predicted bounds obtained using the learned PDF of \( N^\text{u} \) are considerably more accurate than the ones obtained by assuming the uniform distortion models. In particular, the extent of over-optimism between actual and predicted plots almost disappears for set \( T_D \), and decreases by about 65% for set \( T_D \). This is assuming that the extent of over-optimism is measured by the area between the actual plot and the predicted lower-bound plot at the knee section. More accurate prediction can be obtained through comprehensive learning of the PDFs of all the distortion parameters involved.
1.8 Conclusions

Object recognition performance is typically evaluated empirically. A major limitation of empirical evaluation is that it does not give us an insight into the recognition process. Such insight is fundamental for transforming the field of object recognition from an art to a science. Most efforts for formal analysis of object recognition performance focus on the problem of object/clutter discrimination. This work extends those efforts by also considering the problem of object/object discrimination. An integrated approach is presented for predicting lower and upper bounds on recognition performance. Such an approach simultaneously considers data distortion factors such as uncertainty, occlusion, and clutter, in addition to model similarity. This is in contrast to the other few object/object discrimination approaches, which consider only a subset of these factors. The method is validated in the context of a recognition task involving real SAR data, and point features for matching. Validation is done by comparing predicted lower and upper PCR bounds with actual PCR plots determined experimentally. The selected test sets involve both synthetic and real distortion. In all cases, the results demonstrate that the prediction method consistently succeeds in predicting reasonably tight bounds on actual performance. The predicted bounds, however, are slightly over-optimistic in the case of test sets involving real distortion. More accurate bounds can be obtained through comprehensive learning of all the distortion models involved in the recognition process. As an initial step towards achieving this goal, we have presented a method for learning the statistical distribution of the parameter that encodes combined effect of occlusion and similarity on performance. The impact of using such a learned distribution on the accuracy of the predicted bounds has been demonstrated. To the best of our knowledge, this work is the first that validates a prediction method for object recognition using real data.

We finally discuss possible ways to extend the work presented here. The recognition task considered in this work involves discretized 2D point features for both data and model objects, and a 2D translation space. The proposed method, however, can be extended in a number of ways. We explore some of them below:

- Consideration of more general data/model transformations (e.g., rigid, affine) is straightforward. It would mainly involve extending the set of erroneous hypotheses for a model object, to reflect the extra degrees of freedom (see Sect. 1.6.3).
- Replacement of discretized feature sets by non discretized sets is a more involved process. This is because, in such a case, the erroneous-hypothesis set for a model object would be of infinite size. One possible approach is sampling the erroneous hypotheses in the transformation space, and then “dilating” the consistency regions associated with model features to account for non-sampled hypotheses (e.g., [21]). We note that consistency-region dilation would be needed only when computing lower bounds on performance.
- It is also possible to incorporate feature attributes [5] and/or increase dimensionality of feature locations. Both cases would mainly involve increasing the dimensionality of consistency and clutter regions to be equal to the sum of location dimensionality and number of attributes. Otherwise, the method remains basically the same.
Another interesting possibility is to describe the positional uncertainty by a Gaussian distribution, instead of a uniform one. This would involve replacing the uniform vote-based criterion by a weighted one, which depends on the distance between corresponding data and model features, as well as the standard deviation of the Gaussian distribution [18]. This would require making modifications to both the measure of object/hypothesis similarity, and the method used to calculate the vote distributions for both true and erroneous hypotheses. The prediction method, however, remains conceptually the same.

The performance theory presented here can be integrated with adaptive algorithms to optimize object recognition performance in practical scenarios (e.g., with respect to a desired trade-off between probability of false alarm and probability of correct recognition [30]).

In conclusion, the work presented here is believed to lay a theoretical/conceptual foundation that is important for developing a general theory for performance prediction of object recognition.

Appendix

We present an approximate method for estimating the conditional PDF of clutter votes \( V_c \), considering the constraint that no two features can be eight neighbors (imposed by the feature-extraction process). We can represent the feature-adjacency constraint by a separation region, \( R_s \). In our case, \( R_s \) is a 3 × 3 window centered at the feature's location. The method can be outlined as follows:

1. It can be seen that the feature-adjacency constraint reduces effective clutter and clutter-vote regions, \( R_c \) and \( R_v \), to smaller ones, \( R_c' \) and \( R_v' \), respectively (see Figure 1.18). We can express the area of \( R_c' \) as:

   \[
   \text{AREA}(R_c') = \text{AREA}(R_c) - \text{AREA}(R_s)(M_1 - O).
   \]

   For clutter-vote region \( R_v' \), let us first consider features in \( M_i \) that are similar to those in \( M_j \); but are lying outside the overlapping region (e.g., upper right features of \( M_i \) in Figure 1.18). Generally, the separation region corresponding to one of these features partially covers the consistency region corresponding to the similar feature in \( M_j \). We can approximate the area of the covered section, denoted by \( R_{ov} \), as follows. (1) Both the consistency and separation regions are modeled as squares, having the same areas as their original respective regions. (2) The relationship between square consistency regions and similar feature pairs is modeled by movement of one square with respect to the other parallel to one of the edges, until the area of the overlapping region is the same as the original one (which corresponds to feature feature similarity). (3) Assuming the square modeling of consistency regions, we can easily estimate expected location of a feature of \( M_j \), assuming it is outside the overlapping region. Given the expected location, we can easily estimate the area of the covered section, \( R_s \). We can then estimate the area of \( R_{ov} \) as:

   \[
   \text{AREA}(R_{ov}) = \text{AREA}(R_v') - (m_s - m_c)R_s.
   \]

   Figure 1.18. An illustration of clutter vote region \( R_{ov} \), in the presence of separation regions, shown as squares.

   - The above discussion, as well as that in Section 1.6.2, implies that features of \( M_j \) that can result in votes for \( M_i \) are effectively associated with consistency regions of various sizes. In order to simplify the calculations, we assume that we have an "effective" number of these features, \( m_s \), each feature associated with a full consistency region. It can be easily shown that \( m_s = \frac{\text{AREA}(R_{ov})}{\text{AREA}(R_v)} + 0.5 \). In such a case, the effective area of the consistency region, \( R_{ov} \), is \( \text{AREA}(R_{ov})/m_s \), which is approximately the same as \( \text{AREA}(R_v) \).

   - Next, we need to estimate the average effective area of a separation region, \( E_s \). This area is simply the ratio between the area corresponding to the union of the separation regions of the clutter features, to \( C \). If the clutter features are spread apart from each other, then \( E_s \) is close to \( \text{AREA}(R_{ov}) \).

   However, if their density is high, which is typical in our case, there can be significant overlap between their separation regions, thus making \( E_s \) considerably smaller than \( \text{AREA}(R_{ov}) \). In our work, we have:

   \[
   E_s = \min\{\text{AREA}(R_v), \text{AREA}(R_{ov})/C\}.
   \]

   - Now, we are finally at a position to approximate the conditional PDF of \( V_c \):

     \[
     P_c(v|n; m_s, m_c) = \frac{R(G, v) \times L(\text{area}(R_{ov}), E_s, m_s) L(\text{area}(R_{ov} - R_v), m_s - \max(0, E_c - E_s), E_s C - m_c) \times \text{AREA}(R_v)}{L(\text{area}(R_v), E_s C)}.
     \]
where $I(X, y; u) = \prod_{i=1}^{n}(X - 0)\text{.}$
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